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Abstract

Sometimes, it is possible to represent a complicated polytope as a projection of a much simpler
polytope. To quantify this phenomenon, the extension complexity of a polytope P is defined to be the
minimum number of facets of a (possibly higher-dimensional) polytope from which P can be obtained
as a (linear) projection. This notion is motivated by its relevance to combinatorial optimisation, and
has been studied intensively for various specific polytopes associated with important optimisation
problems. In this paper we study extension complexity as a parameter of general polytopes, more
specifically considering various families of low-dimensional polytopes.

First, we prove that for a fixed dimension d, the extension complexity of a random d-dimensional
polytope (obtained as the convex hull of random points in a ball or on a sphere) is typically on the
order of the square root of its number of vertices. Second, we prove that any cyclic n-vertex polygon
(whose vertices lie on a circle) has extension complexity at most 24

√
n. This bound is tight up to

the constant factor 24. Finally, we show that there exists an no(1)-dimensional polytope with at
most n vertices and extension complexity n1−o(1). Our theorems are proved with a range of different
techniques, which we hope will be of further interest.

1 Introduction

A regular hexagon P is an example of a two-dimensional polytope. It has six facets, which means that
we need at least six linear constraints when describing P by a list of inequalities. However, a curious
observation is that we can actually view P as a projection of a three-dimensional polytope having only
five facets (see Figure 1). Actually, it follows from work of Ben-Tal and Nemirovski [7] (see also [25]) that
a regular n-gon can be described as a linear projection of a polytope in some higher dimension which has
only O(log n) facets.

That is to say, sometimes it is possible to represent a polytope P with a large number of facets as a
projection of a higher-dimensional polytope P ′ with a much smaller number of facets. This observation
is enormously useful in combinatorial optimisation, because it can allow one to solve a linear program
with many constraints via a linear program with a much smaller number of constraints (this latter linear
program is called an extended formulation). To quantify this phenomenon, the extension complexity xc(P )
of a d-dimensional polytope P is defined to be the minimum number of facets of a polytope P ′ ⊆ Rd′

such that one can obtain P as the image of P ′ under a projection onto a d-dimensional subspace.

The study of extended formulations and extension complexity has a rich history (see for example the
surveys [14, 24, 53]), and has enjoyed particular attention over the last decade. A large part of the research
in this area has focused on understanding the extension complexity of specific polytopes associated with
important optimisation problems, such as the max-cut problem [12], the travelling salesman problem [16]
and the perfect matching problem [39]. In contrast, in this paper we are interested in more theoretical
aspects of extension complexity as a parameter of general polytopes.

In his foundational paper [57], Yannakakis discovered a fundamental connection between extension com-
plexity and the notion of nonnegative rank. For a nonnegative m × n matrix M ∈ Rm×n≥0 , we define
the nonnegative rank of M , denoted rank+M , to be the minimum r such that there is a factorisation
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Figure 1. A regular hexagon can be represented as the projection of a 3-dimensional polytope with only
five facets.

M = TU , where T ∈ Rm×r≥0 and U ∈ Rr×n≥0 are nonnegative matrices with r columns and r rows, respec-
tively. Yannakakis showed that the extension complexity of a polytope P is equal to the nonnegative
rank of a certain matrix (a slack matrix ) associated with P , and the study of extension complexity is
therefore closely related to the study of nonnegative rank. It is worth remarking that the notion of non-
negative rank also plays an important role in machine learning and statistics, as well as in communication
complexity (see for example the survey [19]).

It is a very difficult problem to compute the nonnegative rank of a given nonnegative matrix1, and it also
seems to be very difficult to determine the extension complexity of a given polytope. However, it is easy
to show that the extension complexity xc(P ) of a polytope P is at most the number of facets of P , and
also at most the number of vertices of P . In fact, due to the existence of an operation called the polar
dual, which flips the roles of vertices and facets of a polytope and does not affect the extension complexity,
vertices and facets are basically interchangeable from the point of view of extension complexity.

It is natural to ask to which extent the dimension of a polytope controls its extension complexity. For
example, if a polytope P has n vertices and some small dimension d, can we give a stronger upper bound
than n on its extension complexity? What if P is in some sense a “generic” or “random” polytope of
dimension d? Various questions of this type (and similar questions in the equivalent setting of nonneg-
ative rank) have been asked over the years, in online media such as the Open Problem Garden [50], at
conferences in mathematics and computer science (see for example [5, 27, 49]), and in a large number of
papers (see for example [6, 10, 17, 22, 31, 34, 43, 45, 48, 52]).

In this paper we make several contributions towards answering these questions. First, for constant d
we consider two natural models of random d-dimensional polytopes, namely polytopes obtained as the
convex hull of n independent uniformly random points on the unit sphere or m independent uniformly
random points in the unit ball. For both of these models, we show that the extension complexity is
likely to be about the square root of the number of vertices. The important part here is the upper
bound: Padrol [33] has already shown that for a wide range of different notions of random polytopes and
any d ≥ 2, a random d-dimensional polytope with at least n vertices or facets typically has extension
complexity at least Ω(

√
n) (earlier, Fiorini, Rothvoß and Tiwary [17] proved a very similar result, but

stated it only for d = 2). In contrast, the upper bounds in our results are new, and (at least for dimension
d ≥ 3) no nontrivial upper bounds were known in this setting before.

Theorem 1.1. Fix d ≥ 2 and let P be the convex hull of n random points on the (d − 1)-dimensional
unit sphere S ⊆ Rd.Then, a.a.s.2 xc(P ) = Θ(

√
n).

Theorem 1.2. Fix d ≥ 2, let P be the convex hull of m random points in the d-dimensional unit ball
B ⊆ Rd, and let n = m(d−1)/(d+1). Then a.a.s. xc(P ) = Θ(

√
n).

In Theorem 1.2, the significance of the expression defining n is that the numbers of vertices and facets
of the polytope P are both a.a.s. of the form Θ(n) (see for example [37]). In the setting of Theorem 1.1,
the number of vertices of P is always exactly n, and the expected number of facets of P is known to be
of the form Θ(n) (see [11]).

1In fact, it is not immediately obvious that there is any algorithm that runs in any finite amount of time! This was
first proved by Cohen and Rothblum [13]. The current state of the art is an algorithm due to Moitra [32] that runs in
exponential time. Some reductions to canonical computationally difficult problems were proved in [1, 46, 54].

2By “asymptotically almost surely”, or “a.a.s.”, we mean that the probability of an event is 1 − o(1). Here and for the
rest of the paper, asymptotics are as n→∞ (for d fixed). By the asymptotic notation xc(P ) = Θ(

√
n) we mean that there

exist positive constants C and c (which may depend on d) such that c
√
n ≤ xc(P ) ≤ C

√
n for all (sufficiently large) n.
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We remark that the extension complexity of random polygons has previously been studied empirically in
[52], using the model in Theorem 1.1 (with d = 2). Furthermore, the d = 2 case of Theorem 1.1 answers
a question posed on the Open Problem Garden [50]. On the other hand, the model of random polytopes
in Theorem 1.2 is more popular in probability theory3.

The methods in the proofs of Theorems 1.1 and 1.2 seem to be quite robust, and actually do not use
randomness in a very crucial way (basically, we only need the vertices of P to be reasonably “well-
distributed” and the facets of P to be “not too large”). We hope these ideas may have further applications
in this area.

Our second contribution in this paper concerns the extension complexity of cyclic polygons (i.e. of poly-
gons whose vertices lie on a common circle). The proof of this result follows a similar overall approach as
our proofs of Theorems 1.1 and 1.2, but different ideas are required to make the approach work (in par-
ticular, we prove an inequality for slacks of cyclic polygons that plays an important role in our argument;
see Lemma 10.2).

Theorem 1.3. Let P be a cyclic polygon with n vertices. Then xc(P ) ≤ 24
√
n.

The bound in Theorem 1.3 is tight up to the constant factor 24, as the d = 2 case of Theorem 1.1 shows.
We made no attempt to optimise the constant 24.

It seems plausible that random polytopes exhibit nearly-worst-case extension complexity (for example,
this was suggested as a possibility in [28, 51, 52]), and cyclic polygons seem to represent quite a diverse
cross-section of the space of all polygons. So, in light of Theorems 1.1 to 1.3 it is tempting to (quite
ambitiously) conjecture that for fixed d, in fact all d-dimensional n-vertex polytopes have extension
complexity O(

√
n).

By contrast, until recently it seems that the prevailing belief in the area was that the dimension of
a polytope P provides essentially no control over its extension complexity. For example, there was a
conjecture (see for example [6]) that for all n there is an n-gon with extension complexity n (that is to
say, the trivial bound cannot be improved even in dimension d = 2). It has also been suggested (see for
example [28, 51]) that in contrast to the d = 2 case of Theorems 1.1 and 1.2, in fact almost all n-gons
may have extension complexity Ω(n) (for some appropriate notion of “almost all”).

In the last few years there have been a number of results challenging this belief, showing that in the
case of dimension d = 2 the extension complexity cannot be too large. First, Shitov [44] and Padrol and
Pfeifle [34] independently proved that every n-gon has extension complexity at most (6n+ 6)/7. Shortly
afterwards, Shitov [45] proved the much stronger result that every n-gon has extension complexity at
most o(n), and very recently he [48] improved this bound to O(n2/3). However, it appears that before
the present paper, no nontrivial upper bounds were known for any reasonably general class of polytopes
in any dimension d ≥ 3.

For our final theorem, we consider the case where the dimension d is allowed to grow slowly with the
number of vertices n. We show that in this case, the trivial upper bound xc(P ) ≤ n is in fact nearly
best-possible, confirming in a weak sense that the dimension of a polytope P provides little control over
its extension complexity.

Theorem 1.4. For any n, there is a polytope with at most n vertices, dimension at most no(1), and
extension complexity n1−o(1).

Prior to the present paper, it seems that the best known lower bound for the extension complexity in
the setting of Theorem 1.4 was nlog2(3/2): Kaibel and Weltge [26] proved that the so-called correlation
polytope with n = 2r vertices (which has dimension at most r2 = no(1)) has extension complexity at least
(3/2)r.

Using Yannakakis’ theorem [57], we deduce Theorem 1.4 from a slightly stronger result. Namely, an-
swering a question of Hrubeš [22], we prove that there is a nonnegative n × n matrix M such that
rank+M/ rankM = n1−o(1). This matrix M has a simple algebraic description, in a similar spirit as
some matrices previously considered in connection with extension complexity and nonnegative rank (for

3It is worth mentioning that the study of random polytopes is a classical topic in probability theory, started more than
fifty years ago by Rényi and Sulanke [38]. See for example the surveys [2, 3, 21, 23, 40, 41, 56] and the references therein.
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example the so-called unique disjointness matrices [16, 52], and the so-called Euclidean distance matri-
ces [6, 22, 31, 47]4). In order to lower-bound the nonnegative rank of M , we use a result of Sgall [42]
that can be interpreted as a two-family version of the celebrated Frankl–Wilson restricted intersection
theorem [18].

We prove Theorem 1.4 in Section 3 after introducing some basic definitions and notation in Section 2.
The rest of the paper is devoted to the proofs of Theorems 1.1 to 1.3. In Section 4, we will give outlines
of these proofs and explain the organisation of the rest of the paper.

2 Preliminaries and Notation

We say a matrix is nonnegative if all of its entries are nonnegative.

Definition 2.1. The nonnegative rank rank+M of a nonnegative m × n matrix M ∈ Rm×n≥0 is the
minimum r such that there is a factorisation M = TU , where T ∈ Rm×r≥0 and U ∈ Rr×n≥0 are nonnegative
matrices with r columns and r rows, respectively.

One can equivalently define the nonnegative rank of M ∈ Rm×n≥0 to be the minimum r such that the
matrix M can be written as the sum of r nonnegative matrices of (ordinary) rank 1. Also note that
M has nonnegative rank at most r if and only if there are nonnegative vectors t1, . . . , tr ∈ Rm≥0 such
that every column of M can be written as a nonnegative linear combination of t1, . . . , tr. Similarly, M
has nonnegative rank at most r if and only if there are nonnegative vectors u1, . . . , ur ∈ Rn≥0 such that
every row of M can be written as a nonnegative linear combination of u1, . . . , ur. Finally, note that the
nonnegative rank of a matrix is not affected by rescaling any of its rows of columns by a positive constant.

We can describe any polytope P ⊆ Rd by a finite list of linear constraints, i.e. we can represent P in the
form P = {x ∈ Rd | Ax ≤ b} for some matrix A and some vector b (so there is a constraint corresponding
to each row of A). For a vertex v of P and a constraint aj · x ≤ bj (where aj is a row of A, and bj is the
corresponding entry of b), we say that bj − aj · v ≥ 0 is the slack of v with respect to this constraint.

Definition 2.2. A slack matrix of a polytope P ⊆ Rd is a matrix whose rows are indexed by the vertices
of P and whose columns are indexed by the linear constraints in some description P = {x ∈ Rd | Ax ≤ b},
such that the entries of the matrix are precisely the slacks of the vertices with respect to the constraints.

Note that a polytope P does not uniquely define a slack matrix, because given any description of P
we can always rescale the constraints or add redundant constraints. Also, we will sometimes want to
consider a description of a polytope P which consists of equations as well as inequalities, i.e. we may wish
to consider a description of the form P = {x ∈ Rd | Ax ≤ b, A′x = b′}. We can still define a slack matrix
in exactly the same way, using the inequalities in this description (as before, each column contains the
slacks with respect to an inequality aj ·x ≤ bj). The equations A′x = b′ play no role in the slack matrix5.

For a d-dimensional polytope P ⊆ Rd, we will usually consider a description P = {x ∈ Rd | Ax ≤ b}
where the constraints are in correspondence with the facets of P . Then the columns of the corresponding
slack matrix M are indexed by the facets of P (and, as always, the rows are indexed by the vertices of
P ). For a vertex v and a facet f , the entry Mv,f is the slack of the vertex v with respect to the facet f
(or more precisely, with respect to the constraint associated with the facet f).

It is well known (see for example [20, Theorem 14]) that the rank of any slack matrix of a polytope
P ⊆ Rd is 1 greater than the dimension of P (note that the dimension of P may be smaller than d). Also,
note that the slack matrix of a polytope is always a nonnegative matrix. Yannakakis [57] proved the
following famous theorem, connecting the extension complexity of a polytope to the nonnegative rank of
its slack matrix6.

4Actually, in [31] the authors claim that the Euclidean distance matrix of n generic points in R1 has rank 3 and
nonnegative rank n. This would imply the existence of an n-gon with extension complexity n. Unfortunately there is a
fatal mistake in their proof.

5Every equation can be equivalently expressed as two opposite inequalities, and the slack of every vertex with respect
to these inequalities is zero. So, including these inequalities in the slack matrix would only introduce some additional zero
columns, which would be inconsequential for our purposes.

6The theorem is stated in a slightly different way in Yannakakis’ paper; see for example [15, Theorem 2.6] for this
particular statement.
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Theorem 2.3. The extension complexity xc(P ) of any polytope P equals the nonnegative rank of any
slack matrix of P .

A consequence of Yannakakis’ theorem is the following lemma. Roughly speaking, it states that upper
bounds on the nonnegative rank of a matrix in terms of its (ordinary) rank are in a certain sense equivalent
to upper bounds on the extension complexity of a polytope in terms of its dimension. Although we were
not able to find this particular statement in the literature, very similar facts have implicitly been proved
in various papers (see for example [44, Theorem 3.1]).

Lemma 2.4. For n, d ∈ N, let fxc(n, d) be the maximum extension complexity of a polytope with dimen-
sion at most d and at most n facets. Furthermore, for n, r ∈ N, let f+(n, r) be the maximum nonnegative
rank of a nonnegative matrix with at most n columns and rank at most r. Then for any n ∈ N and r ≥ 2,
we have fxc(n, r − 1) = f+(n, r).

Proof. Consider a polytope P with dimension at most r − 1, at most n facets and extension complexity
fxc(n, r − 1). The slack matrix M of P has at most n columns and rank at most r. By Yannakakis’
theorem we have rank+M = fxc(n, r − 1), which shows that f+(n, r) ≥ fxc(n, r − 1).

On the other hand, consider a nonnegative matrix M with at most n columns, with rank at most r, and
with nonnegative rank f+(n, r). We may assume that M has exactly n columns (otherwise we can add a
suitable number of all-zero columns), we may assume that M does not have any row consisting entirely
of zeros (otherwise we can omit any such row), and we may also assume that the entries in each row of
M sum to 1 (rescaling the rows of M does not affect its nonnegative rank). Then every row of M is a
vector lying in the standard simplex

∆ = {(x1, . . . , xn) ∈ Rn | x1 + · · ·+ xn = 1, xi ≥ 0 for each i}.

Since M has rank at most r, the rows of M lie in an affine subspace of Rn with dimension at most r− 1.
Let P be the polytope with dimension at most r − 1 obtained by intersecting this affine subspace with
the simplex ∆. This polytope P ⊆ Rn can be described by various equations and the inequalities xi ≥ 0
(or, equivalently −xi ≤ 0, to be consistent with our notation in Definition 2.2) for i = 1, . . . , n. Therefore
P has at most n facets.

Now, let M ′ be the slack matrix of P corresponding to this description (i.e. the i-th column of M ′
contains the slacks of the vertices of P with respect to the constraint xi ≥ 0). By Yannakakis’ theorem,
rank+M

′ = xc(P ) ≤ fxc(n, r − 1).

For each i = 1, . . . , n and each vertex v, the slack of v with respect to the constraint xi ≥ 0 is precisely the
i-th coordinate of v. This means that the rows of M ′ are precisely the coordinate vectors of the vertices
of P . Now, each row of the matrix M is the coordinate vector of a point in P , and therefore is a convex
combination of the vertices of P . That is to say, each row of M can be written as a convex combination
of the rows of M ′. Therefore we have f+(n, r) = rank+M ≤ rank+M

′ = xc(P ) ≤ fxc(n, r − 1).

2.1 Notation

In this paper, we use the notation N = {1, 2, . . . } for the positive integers. All logarithms are to base e,
unless otherwise specified.

For most of the paper (from Section 4 onward), d ≥ 2 will always be a fixed dimension. We denote by
B ⊆ Rd the d-dimensional unit ball around the origin, and by S ⊆ Rd the (d−1)-dimensional unit sphere
around the origin (i.e. the boundary of the ball B).

We use common asymptotic notation. Let us stress that in all of these asymptotic notations the variable
d will be treated as fixed (i.e. the implicit constants are allowed to depend on d). For real-valued functions
f and g (which will usually, but not always, be functions of n ∈ N), we write f = O(g) to mean that
there is some constant C > 0 such that |f | ≤ Cg. If g is nonnegative, we write f = Ω(g) to mean that
there is c > 0 such that f ≥ cg (if f and g are functions of n ∈ N, we only require f(n) ≥ cg(n) for
sufficiently large n). If g is nonnegative, we furthermore write f = Θ(g) if f = O(g) and f = Ω(g), i.e. if
there are constants c > 0 and C > 0 such that cg ≤ f ≤ Cg. For functions f : N→ R and g : N→ R>0,
we write f = o(g) if f(n)/g(n)→ 0 as n→∞, and we write f = ω(g) if f(n)/g(n)→∞ as n→∞.
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3 Separation between rank and nonnegative rank

Answering a question of Hrubeš [22, Question 1], we prove that there exists a matrix with near-optimal
separation between rank and nonnegative rank.

Theorem 3.1. For every n ∈ N, there is a nonnegative n× n matrix M satisfying rank+M/ rankM =
n1−o(1).

To give a more precise estimate for the o(1)-term in Theorem 3.1, our proof shows that one can choose
the matrix M such that rank+M/ rankM ≥ n1−O(log logn/

√
logn).

Theorem 1.4 stated in the introduction follows easily from Theorem 3.1 using Lemma 2.4. Indeed,
Theorem 3.1 implies that for every n ∈ N there exists a nonnegative matrix with n columns, rank no(1)

and nonnegative rank n1−o(1). By Lemma 2.4, this means that there exists a polytope of dimension no(1)

with at most n facets and extension complexity n1−o(1). Considering the polar dual of this polytope,
we obtain a polytope of dimension no(1) with at most n vertices and extension complexity n1−o(1). This
proves Theorem 1.4.

To prove Theorem 3.1 we will need the well-known rectangle covering bound for the nonnegative rank of
a matrix. Given a nonnegtaive matrix M with rows indexed by some finite set I and columns indexed by
some finite set J , a rectangle is a product R = I ′ × J ′ for some subsets I ′ ⊆ I and J ′ ⊆ J . A rectangle
covering of the matrix M is a collection of (possibly overlapping) rectangles R1, . . . ,Rk such that we
have {(i, j) ∈ I × J | Mi,j > 0} = R1 ∪ · · · ∪ Rk (in other words, such that the support of M is the
union of the rectangles R1, . . . ,Rk, which in particular means that the matrix M is strictly positive on
all of these rectangles). The rectangle covering number rc(M) of the matrix M is the smallest possible
number of rectangles in a rectangle covering of M . This parameter is also known as the Boolean rank
of the support matrix of M . The following bound is well-known and easy to prove, see for example [15,
Equation (2)].

Fact 3.2. For any nonnegative matrix M , we have rc(M) ≤ rank+M .

We will also use the following theorem due to Sgall, appearing as [42, Corollary 3.5]7. LetH : (0, 1)→ R≥0

be the binary entropy function given by H(x) = −x log2 x− (1− x) log2(1− x).

Theorem 3.3. Let 1 ≤ s < m ≤ r be integers. Let A and B be families of subsets of {1, . . . , r}, and
suppose that the intersection sizes |A ∩ B| for A ∈ A and B ∈ B take only s different values modulo m.
Then

|A| · |B| ≤ 2r+s+H(s/r)r.

Finally, we will need the following simple fact.

Lemma 3.4. Let r ≥ 1 and m ≥ 2 integers. Then the probability that two independent uniformly random
vectors a, b ∈ {0, 1}r satisfy a · b ≡ 0 (mod m) is at most 3/4.

Proof. We write a = (a1, . . . , ar) and b = (b1, . . . , br). Let us condition on the outcome of a1, . . . , ar−1

and b1, . . . , br−1. Then arbr is equal to one with probability 1/4 and is equal to zero with probability 3/4.
At most one of these outcomes will satisfy a1b1 + · · · + arbr ≡ 0 (mod m), so the probability of having
a · b ≡ 0 (mod m) is at most 3/4.

We are now ready to prove Theorem 3.1. The basic idea behind the proof is to construct a suitably chosen
low-rank matrix M whose rows and columns are indexed by vectors in {0, 1}r, and to use Theorem 3.3
to show that the matrix M does not have any large rectangles containing only positive entries. Then the
rectangle covering bound will show that the matrix M has high nonnegative rank.

Proof of Theorem 3.1. We may assume that n is a power of 2. Indeed, if we can construct an appropriate
n′×n′ matrixM ′ for n′ = 2blog2 nc, we can obtain an n×nmatrixM by adding additional all-zero rows and
all-zero columns to M ′. We then have rank+M/ rankM = rank+M

′/ rankM ′ = (n′)1−o(1) = n1−o(1).
7We remark that there is an (inconsequential) typo in the statement of this result. The statement as printed in [42,

Corollary 3.5] is that |A| · |B| ≤ 2r+s−1 ·
( r
≤s−1

)
≤ 2r+s+H(s/r)r, but the middle term should be corrected to 2r+s−1 ·

( r
s−1

)
.
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So let us assume that r = log2 n is an integer, and that r ≥ 4. Furthermore let m = d
√
r e, and let

Q = mZ∩ {0, 1, . . . , r} be the set of all multiples of m in {0, 1, . . . , r}. Note that |Q| ≤
√
r+ 1 = O(

√
r).

We now define M to be the n × n matrix with rows and columns indexed by {0, 1}r, where for any
a, b ∈ {0, 1}r we let Ma,b =

∏
q∈Q(a · b− q)2. Clearly, all entries of the matrix M are nonnegative.

We also claim that rankM = rO(
√
r). Indeed, writing a = (a1, . . . , ar) ∈ {0, 1}r and b = (b1, . . . , br) ∈

{0, 1}r, we can multiply out the definition Ma,b =
∏
q∈Q(a · b − q)2 and obtain a representation of

Ma,b = f(a1b1, . . . , arbr) as an r-variable polynomial of degree 2|Q| in the terms a1b1, . . . , arbr. The
polynomial f consists of at most (r + 1)2|Q| monomials, and splitting f into monomials gives rise to a
representation of M as a sum of rank-1 matrices. Thus, we obtain rankM ≤ (r + 1)2|Q| = rO(

√
r) as

desired.

By construction, for any a, b ∈ {0, 1}r, the matrix entry Ma,b is zero precisely when a · b is divisible by
m. Hence, by Lemma 3.4 at least a quarter of the n2 entries of the matrix M are nonzero.

Now, suppose A × B is a rectangle, given by a family of vectors A ⊆ {0, 1}r and a family of vectors
B ⊆ {0, 1}r, such that Ma,b > 0 for all a ∈ A and b ∈ B. We can then interpret A and B as families of
subsets of {1, . . . , r}, and note that for any A ∈ A and B ∈ A we have |A ∩B| 6≡ 0 (mod m). Indeed, if
a, b ∈ {0, 1}r are the indicator vectors corresponding to A and B, we have |A ∩B| = a · b 6≡ 0 (mod m),
since Ma,b > 0. Thus, the intersection sizes |A ∩ B| for A ∈ A and B ∈ B take at most m − 1 ≤

√
r

different values modulo m, and Theorem 3.3 implies that

|A| · |B| ≤ 2r+
√
r+H(

√
r/r)r = 2r+O(

√
r log r)

(for the first inequality here we used the fact that the binary entropy function H : (0, 1) → R≥0 is
increasing on the interval (0, 1

2 ), and that
√
r/r < 1

2 by our assumption that r ≥ 4).

In other words, any rectangle in the support of the matrix M consists of at most 2r+O(
√
r log r) entries.

Since the support of M consists of at least n2/4 entries, at least

n2/4

2r+O(
√
r log r)

= 22r−2−r−O(
√
r log r) = 2r−O(

√
r log r)

rectangles are needed to cover the support of the matrix M . By the rectangle covering bound, it follows
that rank+M ≥ 2r−O(

√
r log r). All in all, we obtain

rank+M

rankM
≥ 2r−O(

√
r log r)

rO(
√
r)

= 2r−O(
√
r log r) = n1−O(log r/

√
r) = n1−O(log logn/

√
logn) = n1−o(1),

as desired.

4 Proof outlines for Theorems 1.1 to 1.3

The rest of the paper is devoted to the proofs of Theorems 1.1 to 1.3, and this section contains outlines
of these proofs. At the end of the section, we describe how the components of these proofs are organised
in the rest of the paper.

4.1 Random polytopes

The lower bounds on the extension complexity in Theorems 1.1 and 1.2 can be proved with an approach
of Fiorini, Rothvoß and Tiwary [17] (their work was in the case of d = 2, but the approach can easily be
generalised to higher dimensions). We will now outline the proofs of the upper bounds in Theorems 1.1
and 1.2, which require several new ideas.

In the setting of Theorem 1.2, where P is the convex hull of many random points inside the ball B,
intuition suggests that P is likely to “fill out” most of the ball, meaning that its vertices are likely to
be very close to the surface of B. This intuition can be made precise, and for this reason the proofs of
the upper bounds in Theorems 1.1 and 1.2 are very similar. We will therefore focus this outline on the
setting of Theorem 1.1, where each of our random points on the sphere is automatically a vertex of the
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Figure 2. On the left, a small patch of facets near the north pole is far away from a collection of vertices.
On the right, a “polyhedral lampshade” encloses all the vertices in our collection, and lies entirely on the
“positive slack” side of each of the facets in our patch.

polytope P . So let P be a random polytope, given as the convex hull of a random set V of n vertices on
the sphere, let F be the set of facets of P , and let M be a slack matrix of P (with rows indexed by V
and columns indexed by F ).

Perhaps the most important insight driving the proof is as follows. Given our polytope P , consider a
small “patch” of facets F ′ (near the north pole of the sphere, say), and consider a collection of vertices V ′
which are far away from F ′ (being at least five times as far from the north pole as the facets in F ′, say;
see the left side of Figure 2). Then, if we consider the V ′ × F ′ submatrix8 M [V ′, F ′] of the slack matrix
M consisting only of the slacks between vertices in V ′ and facets in F ′, we have rank+M [V ′, F ′] = O(1).

The reason for this is that we can “hang a polyhedral lampshade” from the gap between F ′ and V ′ (see
the right side of Figure 2). More precisely, we can find a polytope Q with relatively few vertices (looking
like a polyhedral approximation of a truncated cone) which fully encloses all the vertices in V ′, and which
lies completely on the “positive slack” side of the facets in F ′ (meaning that for each facet f ∈ F ′, Q
and P lie on the same side of the hyperplane through f) . Crucially, one can ensure that the number of
vertices of Q is bounded, depending on the ambient dimension d (but not on |F ′| or |V ′|). Every vertex
in V ′ can then be expressed as a convex combination of the O(1) vertices of the polytope Q. Now, for
a facet f corresponding to a constraint a · x ≤ b, the slack function ψf : x 7→ b− a · x is an affine-linear
map. So for each vertex w of Q we can consider the nonnegative vector of slacks uw = (ψf (w))f∈F ′ ,
and observe that every row of the matrix M [V ′, F ′] can be expressed as a convex combination of these
vectors uw. This certifies that rank+M [V ′, F ′] = O(1).

In fact, one can use an appropriately chosen “polyhedral lampshade” as above not only to show that
the V ′ × F ′ submatrix M [V ′, F ′] of the slack matrix M satisfies rank+M [V ′, F ′] = O(1), but also to
show this for certain modified versions of the matrix M [V ′, F ′] (where we are allowed to make certain
subtractions from M [V ′, F ′]).

This approach is heavily inspired by Shitov’s proof that every polygon has sublinear extension complex-
ity [45]9. In fact, in the special case where d = 2 this argument essentially appears in [45, Lemma 3.1].
However, there are several difficulties in higher dimensions that do not present themselves in the two-
dimensional case: in particular, we remark that when d = 2 it is actually not necessary to have a “gap”
separating the facets in F ′ from the vertices in V ′.

In order to find “patches” of facets to apply the above ideas in our proof of Theorem 1.1, we consider a
suitably chosen collection of O(

√
n) spherical caps covering the surface of the sphere, each with the same

radius ε (chosen such that the surface area of each cap is about 1/
√
n). Recalling that P is a random

polytope, it is easy to show that its facets are typically quite small, and we will be able to show that
a.a.s. each facet of P is “inside” one of the caps in our collection (for a slightly technical notion of being

8We remark that this can be interpreted as the slack matrix for a pair of polyhedra. The idea of considering pairs of
polyhedra can also be found for instance in [35].

9To clear up some potential confusion: Shitov’s original o(n) bound for the extension complexity of any n-gon [45] and
his later O(n2/3) bound [48] appeared on the arXiv as multiple versions of the same paper. Since these two versions feature
completely different proofs, and we want to refer specifically to a lemma in the first version, we have made the slightly
unusual choice to cite them as different papers.
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Figure 3. The left side shows the slack matrix of P , divided into O(1) submatrices M [V, Fc] for each
colour c. The middle picture shows one of these matrices M [V, Fc], with its row set divided into Wc (the
set of vertices far away from all caps of colour c) and Vc = V \Wc, and its column set divided into O(

√
n)

blocks corresponding to the caps of colour c. Each of the submatrices in the top part of the middle picture
has nonnegative rank O(1) by the lampshade argument. The right side shows the matrix M [Vc, Fc], with
the diagonal blocks M [V D, FD] in grey.

“inside”, which is not too important for this proof outline). Using the randomness of P it is also easy
to show that a.a.s. each of the caps in our collection contains O(

√
n) vertices of P (in fact, we will need

something slightly stronger, namely that each cap has at most O(
√
n) vertices of P within distance 5ε of

the centre of the cap).

We then want to assign colours to each of our caps, in such a way that any two caps of the same colour
are far apart from each other (say, their centres have distance at least 30ε). Using standard packing-and-
covering arguments, we can choose our collection of O(

√
n) caps in such a way that only O(1) colours are

required. For each colour c, let Fc ⊆ F be the set of facets lying “inside” a cap of colour c. It will then
suffice to show that the V ×Fc submatrix M [V, Fc] of the slack matrix M (consisting only of the columns
corresponding to facets in Fc) has nonnegative rank O(

√
n). Indeed, showing rank+M [V, Fc] = O(

√
n)

for each of the O(1) colours c would imply that xc(P ) = rank+M = O(
√
n). The left side of Figure 3

shows the decomposition of M into the submatrices M [V, Fc].

For any of the O(
√
n) caps of colour c we obtain a patch of facets of P , namely the facets “inside” this

cap. When applying the lampshade argument to such a patch of facets F ′ inside a given cap of colour
c, we obtain that rank+M [V ′, F ′] = O(1) for any set V ′ of vertices that are sufficiently far away from
the cap (say, that have distance at least 5ε from the centre of the cap). We can use this argument to
show that rank+M [Wc, Fc] ≤

∑
F ′ rank+M [Wc, F

′] = O(
√
n), where Wc is the set of vertices that are

far away from all caps of colour c (here, the sum is over the patches of facets F ′ obtained from each of
the O(

√
n) caps of colour c). The middle picture in Figure 3 shows the matrix M [V, Fc], with its top

part M [Wc, Fc] being decomposed into the submatrices M [Wc, F
′] for these patches of facets F ′ (each of

which satisfies rank+M [Wc, F
′] = O(1)).

It remains to show that rank+M [Vc, Fc] ≤ O(
√
n), where Vc = V \Wc is the set of vertices of P that

are close to some cap of colour c. We will use the lampshade argument once again, but this time we will
have to use it in its more general form, bounding the nonnegative rank of a matrix obtained by making
certain subtractions from M [Vc, Fc].

The details of this last part of the proof are a bit technical, but to give some rough intuition it is helpful
to think about the structure of M [Vc, Fc]. As before, we can partition Fc into patches of facets FD, for
the different caps D of colour c (where FD is the set of facets inside the cap D). The caps actually also
provide a natural partition of Vc into sets V D, where each set V D is the set of vertices that are close to
the cap D (i.e. that have distance at most 5ε from the centre of D). Now, these partitions of Vc and Fc
induce a partition of the matrix M [Vc, Fc] into blocks M [V D, FD

′
], each containing the slacks between

the vertices close to some cap D of colour c and the facets inside some cap D′ of colour c. Since the caps
of colour c are very far apart from each other, the entries in the “diagonal” blocks M [V D, FD] are much
smaller than the entries in the non-diagonal blocks M [V D, FD

′
] for D 6= D′. The right side of Figure 3

shows this partition of the matrix M [Vc, Fc], with the diagonal blocks M [V D, FD] coloured grey.

If we imagine for a moment that the entries in the diagonal blocks M [V D, FD] were not just small
but were in fact zero, then we would be in a position to apply the lampshade argument: For each
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cap D of colour c, the matrix M [Vc, F
D] would consist of the zero block M [V D, FD] and the matrix

M [Vc \V D, FD], where all vertices in Vc \V D are far away from D (and FD is a patch of facets inside the
cap D). We would then be able to apply the lampshade argument with F ′ = FD and V ′ = Vc \ V D to
show that rank+M [Vc, F

D] = rank+M [Vc \V D, FD] = O(1), which would imply that rank+M [Vc, F
c] ≤∑

D rank+M [Vc, F
D] = O(

√
n).

Of course, we cannot assume the diagonal blocks M [V D, FD] contain only zeroes. However, it turns out
that we can make certain subtractions from the matrix M [Vc, Fc], and then apply the aforementioned
strategy to the Vc × Fc matrix K resulting from these subtractions. The aim of these subtractions is to
make all entries in the diagonal blocks K[V D, FD] of the matrix K zero, such that the arguments from
the previous paragraph can be applied to K (with a suitable generalisation of the lampshade argument),
implying rank+K = O(

√
n).

For making the subtractions, we will define a collection of O(
√
n) nonnegative vectors, constructed in a

certain way from the entries of the diagonal blocks M [V D, FD] of the matrix M [Vc, Fc]. From each row
of the original matrix M [Vc, Fc] we will subtract one of these vectors, in such a way that the resulting
matrix K is nonnegative and all of its diagonal blocks K[V D, FD] are indeed zero. In order to achieve
this with a collection of only O(

√
n) vectors, we will use the fact that for each cap of colour c there are

only O(
√
n) vertices within distance 5ε of the centre of the cap. Since we only subtracted O(

√
n) different

vectors, we obtain that rank+M [Vc, Fc] ≤ rank+K +O(
√
n) ≤ O(

√
n), as desired.

4.2 Cyclic polygons

The overall approach for our proof of Theorem 1.3 is similar to the proofs of Theorems 1.1 and 1.2
outlined above. Let P be a cyclic polygon (with n vertices on the unit circle), let V be its set of vertices,
F its set of facets, and M its slack matrix. We will consider a collection of O(

√
n) arcs on the unit circle,

similar to the collection of caps considered above in the outline of the proof of Theorem 1.1.

In contrast to the previous subsection, where we had a random polytope P whose vertices were typically
very well-distributed over the sphere, in the present setting the vertices might be very clustered in certain
places. Since we want each of our arcs to contain only O(

√
n) vertices of P , we can no longer choose all

of the arcs to be of the same size. We therefore need a more general notion of what it means for two
arcs to be far away from each other, when the arcs are of different lengths (recall that for the setting of
Theorem 1.1 above we considered two caps of radius ε to be far apart if their centres have distance at
least 30ε). We say that two arcs of the unit circle of lengths ε and ε′ are “well-separated” if they have
distance at least, say, 5 min{ε, ε′} from each other.

For any cyclic polygon P , we can divide its facets (edges) into
√
n consecutive blocks. In this way, we

obtain a collection of O(
√
n) arcs of the circle, each containing O(

√
n) vertices of P , and such that each

facet of P is “inside” exactly one of these arcs. The arcs may have very different lengths from each other,
but it is not hard to show that we can still colour the arcs with O(1) colours, such that any two arcs of
the same colour are well-separated from each other (in the sense defined above).

We would like to more or less imitate the proof of Theorem 1.1 in this setting. The main problem is that
if the arcs have different sizes, then the entries of some of the diagonal blocks M [V D, FD] can be much
larger than the entries in some of the non-diagonal blocks M [V D, FD

′
]. Therefore, if we try to naively

perform the same subtractions from the matrix M [Vc, Fc] as we did in the proof of Theorem 1.1, then
the resulting matrix K may have negative entries (in which case its nonnegative rank is undefined or
infinite, depending on one’s convention). In order to overcome this problem, we will first rescale the rows
of M [Vc, Fc] before performing any subtractions. It turns out that we can construct suitable rescaling
factors inductively, taking advantage of certain geometric properties of the circle.

We remark that instead of the higher-dimensional “lampshade” argument mentioned in the previous
subsection, here it is convenient to use the original two-dimensional lemma of Shitov [45, Lemma 3.1]
that inspired our higher-dimensional version. Shitov used this lemma to show that every n-vertex polygon
satisfying a certain “admissibility” condition has extension complexity O(

√
n), and he in turn used this to

show that any n-vertex polygon has extension complexity o(n). Shitov’s proof that “admissible” polygons
have extension complexity O(

√
n) can be interpreted in a way that resembles the idea of rescaling the

rows of the matrix M [Vc, Fc]. However, his rescaling factors are given by explicit formulas, and this
approach crucially relies on the “admissibility” of the polygon. In our setting Shitov’s “admissibility”
condition does not hold, and we therefore developed a completely different way to find suitable rescaling
factors for the rows of the matrix M [Vc, Fc].
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4.3 Organisation of the rest of the paper

Sections 5 to 9 will be devoted to proving Theorems 1.1 and 1.2 on the extension complexity of random
polytopes. First, in Section 5 we prove the lower bounds. Section 6 contains some basic lemmas used in the
proof of the upper bound. In particular, this section contains some lemmas about spherical caps and about
properties of random polytopes. Section 7 features the key lemma stating that certain (modified versions
of) submatrices of the slack matrix have bounded nonnegative rank. This lemma is what is referred
to as the “lampshade argument” above, since its proof relies on constructing a suitable “lampshade” as
depicted on the right side of Figure 2. The actual geometric construction of this “lampshade” is deferred
to Section 9. Relying on this key lemma, in Section 8 we prove the upper bound in Theorems 1.1 and 1.2.

In Sections 10 to 12, we prove Theorem 1.3, upper-bounding the extension complexity of cyclic polygons.
More specifically, Section 10 contains some preparations, while Section 11 contains the actual proof of
Theorem 1.3 (and Section 12 contains the proof of a geometric lemma used in the proof of Theorem 1.3).

5 Lower-bounding the extension complexity of random polytopes

We will deduce the lower bounds in Theorems 1.1 and 1.2 from the following theorem, which is a gen-
eralisation of a result of Fiorini, Rothvoß and Tiwary [17] in dimension d = 2. A very similar (actually
slightly stronger) result appeared as [47, Theorem 3.3].

Theorem 5.1. Fix d ∈ N and let P ⊆ Rd be a d-dimensional polytope. Let L be the field extension of
Q generated by the coordinates of the vertices of P , and let g be the transcendence degree of L over Q.
Then xc(P ) ≥ √g.

We remark that Padrol (see [33, Theorem 2(2)]) also proved a similar result with a slightly stronger bound
that holds almost surely for polytopes P drawn from continuous probability distributions. Padrol’s result
also implies the lower bound in Theorem 1.2.

Proof of Theorem 5.1. Let k = xc(P ) be the extension complexity of the polytope P . Then P can be
obtained as the image of some d′-dimensional polytope Q ⊆ Rd′ with k facets under a projection onto a
d-dimensional subspace of Rd′ . After a linear transformation of Rd′ , we may assume that this projection
is the projection Rd′ → Rd onto the first d coordinates.

Now, the polytope Q ⊆ Rd′ is defined by a system of inequalities Ax ≤ b, where A ∈ Rk×d′ and b ∈ Rk.
Since every d′-dimensional polytope has at least d′+1 facets, we have k ≥ d′+1. Let N = k(d′+1) ≤ k2,
and denote the entries of A and b by β1, . . . , βN (in any order).

Note that the coordinates of the vertices of Q can be expressed as rational functions of β1, . . . , βN , because
each vertex is the unique solution of a linear system of equations whose coefficients are among β1, . . . , βN
(indeed, these linear equations are given by the equality cases of the constraints Ax ≤ b which the vertex
satisfies). This means that the coordinates of the vertices of Q all lie in the field Q(β1, . . . , βN ).

Each vertex of P can be obtained as the projection of some vertex of Q (where the projection is onto
the first d coordinates). Hence the coordinates of the vertices of P also all lie in the field Q(β1, . . . , βN ),
so L ⊆ Q(β1, . . . , βN ). It follows that g = trdeg(L/Q) ≤ trdeg(Q(β1, . . . , βN )/Q) ≤ N ≤ k2, and
xc(P ) = k ≥ √g.

It is not hard to deduce the lower bounds on the extension complexity in Theorem 1.1 and Theorem 1.2
from Theorem 5.1. Indeed, note that in the setting of Theorem 1.2, with probability 1 the coordinates
of all the vertices of P are algebraically independent. Furthermore, the number of vertices of P is a.a.s.
of the form Θ(m(d−1)/(d+1)) = Θ(n) (see for example [37]). Thus, when applying Theorem 5.1 to P we
a.a.s. have g = d ·Θ(n) = Θ(n) and obtain xc(P ) ≥ Θ(

√
n).

In the setting of Theorem 1.1, with probability 1 we have g = (d − 1)n when applying Theorem 5.1 to
the n-vertex polytope P and obtain xc(P ) ≥

√
(d− 1)n (note that the d coordinates of each vertex of P

satisfy the algebraic relation x2
1 + · · · + x2

d = 1, but taking d − 1 of the d coordinates for each of the n
vertices gives with probability 1 a transcendence basis of size (d− 1)n).
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6 Basic lemmas for the random polytope upper bound

In this section we collect a number of basic facts about spherical caps and the vertex and facet distribution
of random polytopes. These lemmas will be used later in the proofs of the upper bounds in Theorems 1.1
and 1.2.

6.1 Spherical caps

As before, let B ⊆ Rd be the closed unit ball centred at the origin, and let S ⊆ Rd be the (d − 1)-
dimensional unit sphere (the boundary of B). For any two points x, y ∈ S the spherical distance between
x and y is the length of the shortest arc on the sphere S connecting x and y. Note that this length is
equal to the angle between the points x and y, measured from the origin. In particular, the spherical
distance between a pair of points x, y ∈ S is at least 0 and at most π.

Given a point p ∈ S, and 0 < ε < π, the spherical cap with radius ε centred at p is the subset X ⊆ S of
all points on S with spherical distance at most ε from p. We call the convex hull conv(X) ⊆ B of this
subset X ⊆ S the solid cap with radius ε centred at p. The point p is called the centre of this spherical
cap and of the corresponding solid cap. Note that by definition the centre of any spherical or solid cap
is always a point on the unit sphere S.

Fact 6.1. Fix d ≥ 2. Then the surface area of a spherical cap of radius ε is Θ(εd−1), and the volume of
a solid cap of radius ε is Θ(εd+1).

Fact 6.1 can be deduced from exact formulas for the surface areas and volumes of caps (see for example
[29]), or can be computed directly by some elementary geometric estimates.

Note that any hyperplane H ⊆ Rd intersecting the interior of the unit ball B cuts the ball B into two
solid caps, one on either side of H (where we consider the intersection H ∩B to be part of both of these
solid caps). The centres of these two solid caps are the two intersection points of the sphere S with the
line orthogonal to H through the origin (the centre of the ball B).

We will need the following basic packing and covering lemma for caps on the sphere.

Lemma 6.2. Fix d ≥ 2, and consider the d-dimensional unit ball B ⊆ Rd and the (d − 1)-dimensional
unit sphere S ⊆ Rd. Then for any 0 < ε < π/50 we can find a collection A ⊆ S of O(ε1−d) points on the
sphere, with the following properties.

(I) Every pair of points in A is separated by a spherical distance of at least ε/2.

(II) For any p ∈ S, there are O(1) points in A within spherical distance 30ε of p.

(III) Every solid cap of radius ε/2 in the ball B is fully contained in a solid cap of radius ε centred at
some point a ∈ A.

Proof. Let A be any maximal collection of points on the sphere S satisfying (I). We claim that all the
other properties are automatically satisfied.

First, note that all spherical caps of radius ε/8 centred at points in A are disjoint from each other. Since
each of these spherical caps has surface area Θ(εd−1), we obtain that |A| ≤ O(ε1−d).

For (II), consider any point p ∈ S and let Z ⊆ A be the set of all points in A within spherical distance
30ε of p. Then the spherical caps of radius ε/8 centred at all points z ∈ Z are all disjoint and have a total
surface area of Θ(|Z|εd−1). Also, all these caps are contained in the spherical cap of radius 31ε centred
at p, which has surface area Θ(εd−1). It follows that |Z| = O(1).

For (III), consider any solid cap of radius ε/2 centred at some point p ∈ S. Let C ⊆ S be the corresponding
spherical cap. By maximality of A, there is some a ∈ A within spherical distance ε/2 of p, so C is fully
contained in the spherical cap of radius ε centred at a. Hence the original solid cap of radius ε/2 centred
at p is contained in the solid cap of radius ε centred at a.

Lemma 6.3. Fix d ≥ 2. Let 0 < ε < π/50 and let A ⊆ S be a collection of points on the (d − 1)-
dimensional unit sphere S with the properties in Lemma 6.2. Then we can colour the points in A with
O(1) colours such that any two points of the same colour have spherical distance at least 30ε.
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Proof. Let us consider an auxiliary graph G with vertex set A, where there is an edge between two
elements of A if they are within spherical distance 30ε from each other. By property (II) of Lemma 6.2,
the graph G has maximum degree O(1). We can therefore greedily colour the points in A as desired.

6.2 Random polytopes

Next, we prove some lemmas about the way facets and vertices are typically distributed in random
polytopes, in the settings of Theorems 1.1 and 1.2. First, we need to know the typical number of vertices
in the setting of Theorem 1.2. The expected number of vertices is a classical result (in two dimensions
this was computed by Rényi and Sulanke [38] in their foundational paper on random polygons, and in
higher dimensions it seems to have been first computed by Raynaud [36]). Concentration results are more
recent; the following theorem is a special case of, for example, [55, Theorem 2.11] or [37, Theorem 5].

Theorem 6.4. Fix d ≥ 2 and let P be the convex hull of m random points in the unit ball B ⊆ Rd.
Then, a.a.s. P has Θ(m(d−1)/(d+1)) vertices.

Next, we need the fact that in the settings of both Theorems 1.1 and 1.2, all facets are “inside” small
caps, for a suitable notion of “inside” which we now define.

Definition 6.5. For a polytope P ⊆ B, we say that a facet f of P is encapsulated by a solid cap C if,
writing Hf for the hyperplane containing f , we have Hf ∩B ⊆ C.

Lemma 6.6. Fix d ≥ 2 and let P be the convex hull of n random points on the (d− 1)-dimensional unit
sphere S ⊆ Rd. Then, with probability 1 − n−ω(1), each facet of P is encapsulated by some solid cap of
radius n−1/(d−1) log2 n.

Lemma 6.7. Fix d ≥ 2, let P be the convex hull of m random points in the unit ball B ⊆ Rd, and let
n = m(d−1)/(d+1). Then, with probability 1− n−ω(1), each facet of P is encapsulated by some solid cap of
radius n−1/(d−1) log2 n.

The statements of Lemmas 6.6 and 6.7 can be interpreted as saying that random polytopes in the unit
ball are quite close to “filling out” the whole ball. There are a large number of related results in the
literature: for example, Lemma 6.7 can be deduced from a result by Bárány and Dalla [4]. However, we
believe it is simplest to provide a simple self-contained and unified proof of Lemmas 6.6 and 6.7.

Proof of Lemmas 6.6 and 6.7. Let us enumerate the random points as p1, p2, . . . , pm in the order they
were chosen (where m = n in the setting of Lemma 6.6). Note that with probability one, no d + 1
of the points p1, p2, . . . , pm lie on a common hyperplane, meaning our polytope P = conv(p1, . . . , pm)
is simplicial (all of its facets have exactly d vertices). For each subset I ⊆ [m] of size |I| = d, let EI
be the event that conv(pi | i ∈ I) is a facet of P which is not encapsulated by a solid cap of radius
n−1/(d−1) log2 n. It suffices to show that Pr(EI) ≤ n−ω(1) for each I; we may then take the union bound
over all

(
m
d

)
≤ md ≤ nd(d+1)/(d−1) different sets I.

We may assume without loss of generality that I = {1, . . . , d}. Let us condition on any outcome of the
random points p1, . . . , pd; what we will actually show is the stronger fact that Pr(EI | p1, . . . , pd) ≤ n−ω(1).
The hyperplane H through the points p1, . . . , pd cuts the ball B into two solid caps C and C ′. If one of
these two solid caps has radius at most n−1/(d−1) log2 n, then trivially Pr(EI | p1, . . . , pd) = 0 (because if
p1, . . . , pd form a facet of P , then this facet is encapsulated by both of the solid caps C and C ′).

So let us now consider the case that both of the solid caps C and C ′ have radius at least n−1/(d−1) log2 n.
If p1, . . . , pd form a facet of P , then all the remaining points pd+1, . . . , pm must lie on the same side of
the hyperplane H through p1, . . . , pd. This means that one of the solid caps C or C ′ must contain all of
the points pd+1, . . . , pm, while the other one contains none of them.

Each of the points pd+1, . . . , pm lies in the solid cap C with probability at least Ω(m−1 log2 n). Indeed, in
the setting of Lemma 6.6 the surface area of C is at least Ω(n−1 log2(d−1) n) = Ω(m−1 log2(d−1) n). In the
setting of Lemma 6.7 the volume of C is at least Ω(n−(d+1)/(d−1) log2(d+1) n) = Ω(m−1 log2(d+1) n). Thus,
the probability that none of the points pd+1, . . . , pm lies in C is of the form

(
1− Ω(m−1 log2 n)

)m−d ≤
exp(−Ω(log2 n)) ≤ n−ω(1). Similarly, the probability that the cap C ′ contains none of the points
pd+1, . . . , pm is n−ω(1). This proves that Pr(EI | p1, . . . , pd) ≤ n−ω(1), as desired.
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Next, we will prove that the vertices of random polytopes are quite well-distributed, not being too
“clustered” in any small cap. Again, this is true in the settings of both Theorems 1.1 and 1.2.

Lemma 6.8. Fix d ≥ 2, let n ∈ N, and let C be a solid cap with radius ε ≥ n−1/(d−1) log2 n in the unit
ball B ⊆ Rd. Let P be the convex hull of n random points on the (d−1)-dimensional unit sphere S ⊆ Rd.
Then, with probability 1− n−ω(1), the solid cap C contains at most O(εd−1n) vertices of the polytope P .

Lemma 6.9. Fix d ≥ 2, let m ∈ N, and define n = m(d−1)/(d+1). Let C be a solid cap with radius
ε ≥ n−1/(d−1) log60 n in the unit ball B ⊆ Rd. Let P be the convex hull of m random points in the ball B.
Then, with probability 1− n−ω(1), the solid cap C contains at most O(εd−1n) vertices of the polytope P .

The proof of Lemma 6.8 is extremely simple; one basically just applies a Chernoff bound.

Proof of Lemma 6.8. The vertices of P are precisely the n random points chosen to define P . Note that
by Fact 6.1 the surface area of C is Θ(εd−1), so each of the n random points lies in C with probability
Θ(εd−1). Thus, the expected number of points in C is Θ(εd−1)n ≥ log2(d−1) n. So by the Chernoff bound,
with probability 1− n−ω(1) the number of points in C is at most twice its expectation, and therefore of
the form O(εd−1n).

The proof of Lemma 6.9 is more involved (this is actually the only significant difference between the
proofs of Theorem 1.2 and Theorem 1.1). Lemma 6.9 will be a consequence of the following bound for
the volume of the complement of a random polytope intersected with a fixed solid cap.

Lemma 6.10. Fix d ≥ 2, let m ∈ N, and define n = m(d−1)/(d+1). Let C be a solid cap with radius
ε ≥ n−1/(d−1) log20 n in the unit ball B ⊆ Rd. Let P be the convex hull of m random points in the ball
B. Then with probability 1− n−ω(1) we have Vol(C \ P ) ≤ O(εd−1n−2/(d−1)) = O(εd−1m−2/(d+1)).

Before proving Lemma 6.10, we show how it implies Lemma 6.9.

Proof of Lemma 6.9. Let X = (p1, . . . , pm) be the sequence of random points defining P , and let T =
dn/ε2e. Note that then every integer t = T, . . . ,m satisfies

t−1/(d+1) log20(t(d−1)/(d+1)) ≤ T−1/(d+1) log20 n ≤ n−1/(d+1)ε2/(d+1) log60(d−1)/(d+1) n ≤ ε. (6.1)

Recall from Fact 6.1 that the solid cap C has volume Θ(εd+1), so the expected number of indices
i ∈ {1, . . . , T} with pi ∈ C is Θ(εd+1T ) = Θ(εd−1n) ≥ log60(d−1) n. Hence a Chernoff bound implies that
with probability 1− n−ω(1) there are at most O(εd−1n) indices i ∈ {1, . . . , T} with pi ∈ C (and hence in
particular at most O(εd−1n) vertices pi ∈ C with 1 ≤ i ≤ T ).

Now for every integer k with 0 ≤ k < log2(m/T ), let us bound the number of vertices pi ∈ C of P with
2kT < i ≤ 2k+1T . Note that this number of vertices is at most the number Zk of indices i with 2kT < i ≤
2k+1T and pi ∈ C \ conv(p1, . . . , p2kT ). We claim that for each k, we have Zk ≤ O(εd−1(2kT )(d−1)/(d+1))
with probability 1 − n−ω(1). Indeed, by Lemma 6.10 (using (6.1)) with probability 1 − n−ω(1) we have
Vol(C \ conv(p1, . . . , p2kT )) = O(εd−1(2kT )−2/(d+1)). Conditioning on any such outcome of p1, . . . , p2kT ,
a Chernoff bound shows that Zk ≤ O(εd−1(2kT )(d−1)/(d+1)) with probability 1 − n−ω(1). Overall this
indeed shows that with probability 1−n−ω(1) we have Zk ≤ O(εd−1(2kT )(d−1)/(d+1)) and so there are at
most O(εd−1(2kT )(d−1)/(d+1)) vertices pi ∈ C of P with 2kT < i ≤ 2k+1T .

Hence with probability at least 1− (2 + log2m) · n−ω(1) = 1− n−ω(1), the total number of vertices of P
in C is at most

O(εd−1n) +

blog2(m/T )c∑
k=0

O
(
εd−1(2kT )(d−1)/(d+1)

)

= O(εd−1n) +O(εd−1) · T (d−1)/(d+1)

blog2(m/T )c∑
k=0

2k(d−1)/(d+1)

= O(εd−1n) +O(εd−1) · T (d−1)/(d+1) ·O((m/T )(d−1)/(d+1))

= O(εd−1n) +O(εd−1m(d−1)/(d+1)) = O(εd−1n),

as desired.

14



To prove Lemma 6.10, we will need some auxiliary results from the literature. First, we need the
approximate expected volume of a random polytope (this estimate is classical, having been first computed
by Raynaud [36]).

Theorem 6.11. Let P be a random polytope as in Lemma 6.9. Then the expected volume of B \ P is
Θ(m−2/(d+1)) = Θ(n−2/(d−1)).

Second, we will need the following concentration inequality by Boucheron, Lugosi and Massart [9, Corol-
lary 3]. This is, in some sense, a version of the well-known Efron–Stein inequality with an exponential
tail bound.

Lemma 6.12. Let X = (X1, . . . , Xm) be a sequence of independent random variables, and let X(i) be
obtained from X by replacing Xi with an independent copy. Let f(X) be any function of X, and suppose
ν > 0 is such that the outcome of X satisfies

E

[
m∑
i=1

(f(X)− f(X(i)))2

∣∣∣∣∣X
]
≤ ν

with probability 1. Then Pr(f(X) > Ef(X) + t) ≤ e−t2/(4ν) for all t > 0.

Now we prove Lemma 6.10.

Proof of Lemma 6.10. Let F be the set of points in the ball B which are not contained in any solid
cap of radius n−1/(d−1) log2 n. Equivalently, F is the open ball with radius cos(n−1/(d−1) log2 n) =
1 − Θ(n−2/(d−1) log4 n) around the origin 0. Note that Vol(B \ F ) = Θ(n−2/(d−1) log4 n). Furthermore,
using the first part of Fact 6.1, we have

Vol(C \ F ) ≤ Vol(conv(C ∪ {0}) \ F ) = Θ(εd−1) Vol(B \ F ) = Θ(εd−1n−2/(d−1) log4 n).

Let X = (p1, . . . , pm) be the sequence of random points defining P . We claim that with probability
1−n−ω(1) we have F ⊆ P . Indeed, by Lemma 6.7, with probability 1−n−ω(1) all facets of P are disjoint
from F , meaning that either F ⊆ P or F ∩P = ∅. However, note that with probability at least 1−n−ω(1)

we have pj ∈ F for some j ∈ {1, . . . ,m}, and so in particular F ∩P 6= ∅. This shows that we indeed have
F ⊆ P with probability 1− n−ω(1).

Let us now define Q = conv(F ∪{p1, . . . , pm}) and f(X) = Vol(C \Q). Then with probability 1−n−ω(1)

we have Q = P , so in order to prove the lemma it suffices to show that with probability 1 − n−ω(1) we
have f(X) ≤ O(εd−1n−2/(d−1)).

Note that always f(X) ≤ Vol(C \ P ) ≤ Vol(conv(C ∪ {0}) \ P ). The spherical sector conv(C ∪ {0})
comprises a O(εd−1)-fraction of the ball B. So by symmetry and linearity of expectation, Theorem 6.11
implies E[Vol(conv(C ∪{0})\P )] = Θ(εd−1) ·E[Vol(B \P )] = Θ(εd−1n−2/(d−1)) and therefore E[f(X)] ≤
O(εd−1n−2/(d−1)).

Now, as in Lemma 6.12, let X(i) be obtained from X by replacing pi with an independent random point
p′i in the ball B, and let Q(i) = conv(F ∪ {p1, .., pi−1, p

′
i, pi+1, .., pm}). Then it suffices to prove that

E

[
m∑
i=1

(f(X)− f(X(i)))2

∣∣∣∣∣X
]
≤ O

(
ε2(d−1)n−4/(d−1) log−2 n

)
(6.2)

for every outcome of X. Indeed, given (6.2), we can apply Lemma 6.12 with t = εd−1n−2/(d−1), and con-
clude that with probability at least 1−e−Ω(log2 n) = 1−n−ω(1) we have f(X) ≤ E[f(X)]+εd−1n−2/(d−1) =
O(εd−1n−2/(d−1)), as desired.

So let us fix an outcome of X = (p1, . . . , pm) for the rest of this proof. For i = 1, . . . ,m, let X̂i =
(p1, .., pi−1, pi+1, .., pm) be the sequence of points obtained from X by deleting pi, and define Q̂i =
conv(F ∪ {p1, .., pi−1, pi+1, .., pm}). By slight abuse of notation, let us write f(X̂i) = Vol(C \ Q(i)).
We claim that the following statements hold for any outcome of the random points p′1, . . . , p′m and any
i = 1, . . . ,m.

(A) 0 ≤ f(X̂i)− f(X(i)) ≤ Vol(Q(i) \ Q̂i) ≤ O(n−(d+1)/(d−1) log2(d+1) n).
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(B) 0 ≤ f(X̂i)− f(X) ≤ Vol(Q \ Q̂i) ≤ O(n−(d+1)/(d−1) log2(d+1) n).

(C) If f(X̂i) 6= f(X(i)), then p′i must be contained in a solid cap of radius n−1/(d−1) log2 n which
intersects C.

(D) Every point p ∈ C \ F appears in Q \ Q̂i for at most d+ 1 different indices i.

In (A), the first two inequalities follow directly from the definitions of f(X(i)) and f(X̂i). To prove the
last inequality, note that every point in Q(i) \ Q̂i must lie in some solid cap of radius n−1/(d−1) log2 n
that contains p′i. Indeed, for every p ∈ Q(i) \ Q̂i, we can find a hyperplane Hp such that p is on
one side of Hp whereas F (and also p1, . . . , pi−1, pi+1, . . . , pm) are on the other side. Then H cuts
a solid cap of radius at most n−1/(d−1) log2 n out of the ball B, which contains p and also p′i (since
p ∈ Q(i) = conv(F ∪ {p1, .., pi−1, pi+1, .., pm})). Hence Q(i) \ Q̂i is a subset of the union of all solid caps
of radius n−1/(d−1) log2 n containing p′i. The total volume of this union is at most the volume of a solid
cap of radius 2n−1/(d−1) log2 n, and this volume is O(n−(d+1)/(d−1) log2(d+1) n) by Fact 6.1.

The proof of (B) is analogous by considering the point pi instead of p′i.

Note that the assumption in (C) implies that (Q(i) \ Q̂i)∩C 6= ∅. Consider some point p ∈ (Q(i) \ Q̂i)∩C
and recall from the argument for (A) that pmust lie in some solid cap of radius n−1/(d−1) log2 n containing
p′i. Since p ∈ C, this solid cap intersects C.

Finally, for (D), note that for any p ∈ Q, by Carathéodory’s theorem there are indices i1, . . . , id+1 such
that p ∈ conv(F ∪ {pi1 , . . . , pid+1

}). In particular, for all i /∈ {i1, . . . , id+1} we have p ∈ Q̂i and therefore
p /∈ Q \ Q̂i.

Now, in order to show (6.2), let us first observe that we always have

m∑
i=1

(f(X)− f(X(i)))2 ≤ 2

m∑
i=1

(f(X)− f(X̂i))
2 + 2

m∑
i=1

(f(X̂i)− f(X(i)))2

and hence

E

[
m∑
i=1

(f(X)− f(X(i)))2

∣∣∣∣∣X
]
≤ 2

m∑
i=1

(f(X̂i)− f(X))2 + 2

m∑
i=1

E
[
(f(X̂i)− f(X(i)))2

∣∣∣X]. (6.3)

By (C), for every i = 1, . . . ,m, we can only have f(X̂i) − f(X(i)) 6= 0 if p′i is contained in the union
of all solid caps of radius n−1/(d−1) log2 n ≤ ε which intersect C. Note that this union is a subset
of the spherical shell B \ F , and by the first part of Fact 6.1 the volume of this union is at most
O((3ε)d−1) Vol(B \ F ) = O(εd−1n−2/(d−1) log4 n). Hence the probability of having f(X̂i) − f(X(i)) 6= 0
is at most O(εd−1n−2/(d−1) log4 n). Given (A), this implies

m∑
i=1

E
[
(f(X̂i)− f(X(i)))2

∣∣∣X] ≤ m∑
i=1

O(εd−1n−2/(d−1) log4 n) ·O(n−2(d+1)/(d−1) log4(d+1) n)

= n(d+1)/(d−1) ·O(εd−1n−2(d+2)/(d−1) log4(d+2) n)

= O(εd−1n−(d+3)/(d−1) log4(d+2) n) ≤ O(ε2(d−1)n−4/(d−1) log−2 n),

where we used that m = n(d+1)/(d−1) and εd−1 ≥ n−1 log20(d−1) n ≥ n−1 log4(d+3) n.

It remains to bound the first sum on the right-hand side of (6.3). Note that we have f(X̂i) − f(X) =
Vol(C \ Q̂i)−Vol(C \Q) = Vol((Q \ Q̂i)∩C) and (Q \ Q̂i)∩C ⊆ C \ F for every i. By (D), every point
in C \ F can appear in (Q \ Q̂i) ∩ C for at most d+ 1 indices i, so we obtain

m∑
i=1

(f(X̂i)− f(X)) =

m∑
i=1

Vol((Q \ Q̂i) ∩ C) ≤ (d+ 1) ·Vol(C \ F ) ≤ O(εd−1n−2/(d−1) log4 n).

Using (B), this implies

m∑
i=1

(f(X̂i)− f(X))2 ≤ O(n−(d+1)/(d−1) log2(d+1) n)

m∑
i=1

(f(X̂i)− f(X))
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≤ O(εd−1n−(d+3)/(d−1) log2(d+3) n) ≤ O(ε2(d−1)n−4/(d−1) log−2 n),

where we again used that εd−1 ≥ n−1 log4(d+3) n.

All in all, we can conclude that the left-hand side of (6.3) is bounded by O(ε2(d−1)n−4/(d−1) log−2 n),
showing (6.2).

7 The “lampshade” argument

The following lemma drives the proof of Theorems 1.1 and 1.2. It is inspired by (and very closely related
to) a lemma in Shitov’s paper proving that polygons have sublinear extension complexity [45, Lemma
3.1]. Informally, Lemma 7.1 states the following. For a polytope P ⊆ B, let us consider a set of facets
F ′ and a set of vertices V ′, such that the facets in F ′ are far away from the vertices in V ′. Then the
submatrix of the slack matrix of P containing only the slacks between the facets in F ′ and the vertices
in V ′ has bounded nonnegative rank. This even remains true if we are allowed to modify this submatrix
by subtracting rows corresponding to the slacks of vertices of P that are close to the facets in F ′.

Lemma 7.1. For any d ≥ 2 there is R ∈ N such that the following holds. Let B ⊆ Rd be the unit ball
in Rd and S ⊆ B be the boundary of B (i.e. the unit sphere). Let P ⊆ B be a polytope, and let V and
F be the set of vertices and the set of facets of P , respectively. Furthermore, let a ∈ S be a point, let
0 < ε < π/5, and let X ⊆ B be the solid cap with radius ε centred at a. Also, let Y ⊆ B be the convex
hull of all points on S with spherical distance at least 5ε from a (this is the solid cap of radius π − 5ε
centred at the point antipodal from a).

Now, suppose that F ′ ⊆ F is a subset of the facets of P such that every facet in F ′ is encapsulated by X.
Furthermore, suppose that V ′ ⊆ V is a subset of the vertices of P such that V ′ ⊆ Y .

Let M be a slack matrix of the polytope P , with rows indexed by V and columns indexed by F . Let M ′
be a matrix with rows indexed by V ′ and columns indexed by F ′, such that, for each v ∈ V ′, at least one
of the following conditions holds:

(1) M ′v,f = Mv,f for all f ∈ F ′, or

(2) there is xv ∈ V ∩X such that M ′v,f = Mv,f −Mxv,f for all f ∈ F ′.

Then the matrix M ′ has nonnegative entries and rank+M
′ ≤ R.

The most important ingredient of the proof of Lemma 7.1 is the following geometric lemma. The convex
set Q in this lemma corresponds to the “lampshade” described in the proof outline in Section 4.

Lemma 7.2. For every integer d ≥ 2, there is a constant R ∈ N such that the following holds. Let
B ⊆ Rd be the unit ball in Rd, and let S ⊆ B be the boundary of B. Let a ∈ S be a point, let 0 < ε < π/5,
and let X ⊆ B be the solid cap of with radius ε centred at a. Furthermore, let Y ⊆ B be the convex hull
of all points on S with spherical distance at least 5ε from a. Then there is a convex subset Q ⊆ Rd such
that the following conditions hold:

(i) Every affine hyperplane H ⊆ Rd intersecting the interior of B such that H ∩ B ⊆ X satisfies
H ∩Q = ∅.

(ii) For any points x ∈ X and y ∈ Y , we have {y + t(y − x) | t ∈ R≥0} ⊆ Q.

(iii) For any finite set of points A ⊆ Q, we can find a set of points A′ ⊆ Q of size |A′| ≤ R such that
A ⊆ conv(A′).

Condition (ii) has the following geometric meaning. For any points x ∈ X and y ∈ Y , consider the ray
along the line through x and y starting at y and pointing away from x. Condition (ii) states that this
ray is entirely contained in Q. Note that this implies in particular that Y ⊆ Q.

We defer the proof of Lemma 7.2 to Section 9. As some rough intuition, note that if we take Q to simply
be the union of all the rays in condition (ii) (so Q is a cone with its tip cut off) then condition (i) is
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satisfied (but condition (iii) fails). To prove Lemma 7.2, we approximate this naive choice of Q with a
polyhedron, satisfying property (iii) while preserving properties (i) and (ii).

In order to deduce Lemma 7.1 from Lemma 7.2, we need the following well-known fact about sets of
matrices with bounded nonnegative rank (for a proof of this fact, see for example [8, Theorem 3.1] or [30,
Proposition 6.2]).

Fact 7.3. For any m,n, r ∈ N, let Mr ⊆ Rm×n≥0 be the set of all nonnegative m × n matrices with
nonnegative rank at most r. ThenMr is a closed set.

We are now ready to prove Lemma 7.1.

Proof of Lemma 7.1. Let us choose the constant R ∈ N as in Lemma 7.2. First note that the statement
of Lemma 7.1 is trivially true if one of the sets F ′ and V ′ is empty (because then the matrixM ′ is empty).
We may therefore assume that there exists at least one facet f ∈ F ′. Since f is encapsulated by X, all
vertices of f lie in the solid cap X. This means that V ∩X 6= ∅. Similarly, since V ′ ⊆ V ∩ Y , we may
assume that V ∩ Y 6= ∅.

Let M∗ be the set of matrices obtainable as follows. For each v ∈ V ′, choose some αv ∈ [0, 1) and
xv ∈ V ∩X. Let M∗ be the V ′ × F ′ matrix with entries M∗v,f = Mv,f − αvMxv,f for all f ∈ F ′. Note
that the matrix M ′ does not quite lie in the setM∗, but it does lie in the closure ofM∗ (we would like
to take each αv ∈ {0, 1}, but we are only allowing αv ∈ [0, 1)). We will show that each M∗ ∈ M∗ has
nonnegative entries and rank+M

∗ ≤ R, so Fact 7.3 will imply that the same holds for M ′, as desired.

The key is to interpret the entries of M∗ geometrically, as follows. For each v ∈ V ′ ⊆ Y , define

wv =
1

1− αv
v − αv

1− αv
xv = v +

αv
1− αv

(v − xv).

Every facet f ∈ F ′ corresponds to some constraint af ·x ≤ bf that is used for the slack matrix M ; define
the affine-linear function ψf : x ∈ Rd → R by ψf (x) = bf − af · x, measuring the slack of a point x with
respect to f . Note that for any f ∈ F ′ and v ∈ V ′ we have ψf (wv) = 1

1−αv
ψf (v)− αv

1−αv
ψf (xv), so

(M∗v,f )f∈F ′ = (Mv,f − αvMxv,f )f∈F ′ = (ψf (v)− αvψf (xv))f∈F ′ = (1− αv)(ψf (wv))f∈F ′ . (7.1)

Now, let Q be the convex set guaranteed by Lemma 7.2. Condition (ii) implies that each wv ∈ Q, so
condition (iii) ensures the existence of a set W ⊆ Q of size |W | ≤ R, with wv ∈ conv(W ) for each v ∈ V ′.
Also, condition (i) implies that for any point w ∈ Q, we have ψf (w) ≥ 0 for all f ∈ F ′. To see this, fix a
facet f ∈ F ′ and consider the hyperplane Hf ⊆ Rd through f . Since this hyperplane contains the facet f ,
it intersects the interior of the ball B. As f ∈ F ′ is encapsulated by X, we have Hf ∩B ⊆ X. Therefore,
by condition (i) we have Hf ∩Q = ∅. Thus, the entirety of Q lies on the same side of the hyperplane Hf .
Since the set Q contains all vertices in V ∩ Y ⊆ P (and V ∩ Y 6= ∅ and V ∩ Y is disjoint from Hf ), Q
lies on the same side of the hyperplane Hf as our polytope P does. So we indeed have ψf (w) ≥ 0 for all
f ∈ F ′ and all w ∈ Q.

For each w ∈ W ⊆ Q, define the vector uw = (ψf (w))f∈F ′ , which by the previous paragraph has
nonnegative entries. For each v ∈ V ′, since wv ∈ conv(W ), the vector (ψf (wv))f∈F ′ can be written as
a convex combination of our vectors uw. So, by (7.1), each row (M∗v,f )f∈F ′ of M∗ can be written as a
nonnegative linear combination of these vectors uw. It follows that the entries of M∗ are nonnegative
and that rank+M

∗ ≤ |W | ≤ R, as desired.

8 Upper-bounding the extension complexity of random polytopes

In this section we give a unified proof of the upper bounds in Theorems 1.1 and 1.2. Let ε = n−1/(2(d−1)),
and assume that n is sufficiently large (or, in the setting of Theorem 1.2, that m is sufficiently large) such
that ε < π/50.

Let A ⊆ S be a collection of O(ε1−d) = O(
√
n) points on the sphere S with the properties in Lemma 6.2.

In particular, by property (III), every solid cap of radius ε/2 is contained in a solid cap of radius ε centred
at some point in A. Furthermore, by Lemma 6.3 we can colour the points in A with χ = O(1) colours
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such that any two points of the same colour have spherical distance at least 30ε. For c = 1, . . . , χ, let
Ac ⊆ A be the set of points in A with colour c (then A1 ∪ · · · ∪Ac is a partition of A).

Recall that P is a random polytope, given as the convex hull of n random points on S (in the setting of The-
orem 1.1) or as the convex hull of m random points on S (in the setting of Theorem 1.2). By Lemma 6.6
or Lemma 6.7, a.a.s. every facet of P is encapsulated in some solid cap of radius n−1/(d−1) log2 n ≤ ε/2,
and is therefore also encapsulated in a solid cap of radius ε centred at some point in A. Furthermore, by
Lemma 6.8 or Lemma 6.9, each solid cap of radius 5ε centred at some point in A contains with probability
1− n−ω(1) at most O(εd−1n) = O(

√
n) vertices of P . Since |A| ≤ O(

√
n), we can conclude that a.a.s all

solid caps of radius 5ε centred at the points in A contain each at most O(
√
n) vertices of P . We will

show that under these conditions we have xc(P ) ≤ O(
√
n).

Let V and F be the sets of vertices and facets of P , and choose a partition F = F1 ∪ · · · ∪ Fχ, such that
for c = 1, . . . , χ every facet in the set Fc is encapsulated in a solid cap of radius ε centred at some point
in Ac. For c = 1, . . . , χ, let Vc ⊆ V be the set of vertices of P which are contained in a solid cap of radius
5ε centred at some point in Ac, and let Wc = V \ Vc. Note that the vertices w ∈ Wc are far away from
the points a ∈ Ac: for each w ∈ Wc and each a ∈ Ac, the vertex w is contained in the convex hull of all
points on S with spherical distance at least 5ε from a.

Now, consider a slack matrix M of the polytope P with rows indexed by V and columns indexed by F .
We partition M into 2χ submatrices M [V1, F1], . . . ,M [Vχ, Fχ] and M [W1, F1], . . . ,M [Wχ, Fχ], where for
subsets V ′ ⊆ V and F ′ ⊆ F , by M [V ′, F ′] we denote the V ′ × F ′ submatrix of M containing the slacks
between vertices in V ′ and facets in F ′. For the rest of the proof, our goal will be to show that each of
these 2χ = O(1) submatrices have nonnegative rank O(

√
n). This will imply that rank+M ≤ O(

√
n),

which is equivalent to the desired statement xc(P ) ≤ O(
√
n).

Fix c ∈ {1, . . . , χ}. Our goal is to show that rank+M [Wc, Fc] = O(
√
n) and rank+M [Vc, Fc] = O(

√
n).

For every point a ∈ Ac let F a ⊆ Fc be the set of facets that are encapsulated in the solid cap of radius
ε centred at a. Since all points in Ac have spherical distance at least 30ε from each other, these sets F a
are disjoint, so they form a partition of Fc. Furthermore, let R be the constant in Lemma 7.1.

First, we consider the matrix M [Wc, Fc], which is somewhat simpler to handle than M [Vc, Fc]. For each
a ∈ Ac we wish to apply Lemma 7.1 to the matrix M [Wc, F

a]. As in the statement of Lemma 7.1,
let X be the solid cap of radius ε centred at a, and let Y be the convex hull of all points on S with
spherical distance at least 5ε from a. Then, all facets in Fa are encapsulated by X, and Wc ⊆ Y . All the
rows of M [Wc, F

a] satisfy condition (1) in Lemma 7.1, so we obtain that rank+M [Wc, F
a] ≤ R. Since

the matrices M [Wc, F
a], for a ∈ Ac, partition the matrix M [Wc, Fc], it follows that rank+M [Wc, Fc] ≤

|Ac| ·R ≤ |A| ·R = O(
√
n).

It remains to consider the matrix M [Vc, Fc]. For every point a ∈ Ac let V a ⊆ Vc be the set of vertices
lying in the solid cap of radius 5ε centred at a. Since all points in Ac have spherical distance at least 30ε
from each other, these sets V a partition Vc. We are assuming that each solid cap of radius 5ε centred at
some point a ∈ A contains O(

√
n) vertices, so we have |V a| = O(

√
n) for each a ∈ Ac. Furthermore, for

any distinct elements a, a′ ∈ Ac, every vertex in V a is in the convex hull of all points on S with spherical
distance at least 25ε from a′.

Let N = maxa∈Ac
|V a| = O(

√
n). Furthermore, let us fix a function φ : Vc → {1, . . . , N} such that for

each a ∈ Ac the restriction φ|V a of φ to V a is a bijection φ|V a : V a → {1, . . . , |V a|} (we can choose such
a function φ by choosing bijections V a → {1, . . . , |V a|} separately for each a ∈ Ac, recalling that the
sets V a form a partition of Vc). We can think of this function φ as a “labelling” that assigns each each
vertex v ∈ V a a unique label in {1, . . . , |V a|}. Now, for i = 1, . . . , N let us define a nonnegative vector
t(i) = (t

(i)
f )f∈Fc

, with entries indexed by facets f ∈ Fc. For every a ∈ Ac, and every facet f ∈ F a, let us
define the entry t(i)f as follows. If i ≤ |V a|, let v be the unique vertex in V a with φ(v) = i, and define

t
(i)
f = Mv,f to be the slack of the vertex v with respect to the facet f . Otherwise, if i > |V a|, define
t
(i)
f = 0.

Now, let K be the Vc × Fc matrix defined by Kv,f = Mv,f − t(φ(v))
f for all v ∈ Vc and f ∈ Fc. In other

words, K is obtained from M [Vc, Fc] by subtracting the vector t(φ(v)) from the row of M [Vc, Fc] with
index v, for each v ∈ Vc. The purpose of this definition is that for any a ∈ Ac, any vertex v ∈ V a, and
any facet f ∈ F a, we have Kv,f = Mv,f − t(φ(v))

f = 0. That is to say, for each a ∈ Ac all entries of the
submatrix K[V a, F a] are zero.
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Claim 8.1. The matrix K has nonnegative entries and satisfies rank+K ≤ |Ac| ·R.

Claim 8.1 implies that there is a collection of |Ac| · R nonnegative vectors such that each row of K can
be written as a nonnegative linear combination of these vectors. But then, using these |Ac| · R vectors
together with the N vectors t(1), . . . , t(N), we can obtain any row of M [Vc, Fc] as a nonnegative linear
combination. Thus, we obtain rank+M [Vc, Fc] ≤ |Ac| ·R+N ≤ |A| ·R+N = O(

√
n), as desired. It only

remains to prove Claim 8.1.

Proof of Claim 8.1. We proceed in a similar way to the proof of the bound M [Wc, Fc] = |Ac| · R earlier
in this section. Since the sets F a partition Fc, it suffices to prove that for each a ∈ Ac, the submatrix
K[Vc, F

a] is nonnegative and has nonnegative rank at most R. Since all the entries of K[V a, F a] are zero,
we actually only need to consider submatrices of the form K[Vc \ V a, F a].

So let us fix a ∈ Ac. We will now apply Lemma 7.1 to show that K[Vc \ V a, F a] has nonnegative entries
and satisfies rank+K[Vc \ V a, F a] ≤ R. As in the statement of Lemma 7.1 applied with the point a and
the radius 5ε, let X be the solid cap of radius 5ε centred at a, and let Y be the convex hull of all points
on S with spherical distance at least 25ε from a. Each facet in F a is encapsulated by X, and since Vc \V a
is the union of the sets Va′ for a′ ∈ Ac \ {a}, all vertices in Vc \ V a are contained in Y .

Now, let us check that K[Vc \ V a, F a] satisfies for each v ∈ Vc \ V a at least one of the conditions (1)
and (2) in Lemma 7.1. Note that for all f ∈ F a we have K[Vc \ V a, F a]v,f = Kv,f = Mv,f − t(φ(v))

f .

If φ(v) ≤ |V a|, then there is a vertex xv ∈ V a with φ(xv) = φ(v) and we have t(φ(v))
f = Mxv,f for all

f ∈ F a, so condition (1) holds. Otherwise, if φ(v) > |V a|, then t(φ(v))
f = 0 for all f ∈ F a, so condition

(2) holds. Thus, all conditions of Lemma 7.1 are satisfied and we obtain that the matrix K[Vc \ V a, F a]
has nonnegative entries and satisfies rank+K[Vc \ V a, F a] ≤ R. This finishes the proof of Claim 8.1.

9 Construction of the polyhedral lampshade Q

Here we prove Lemma 7.2. So let us fix d ≥ 2. We start with an auxiliary construction (which determines
the value of R in Lemma 7.2).

Fact 9.1. Let Bd−1
1 , Bd−1

1/2 ⊆ Rd−1 be concentric (d−1)-dimensional balls, both centred at the origin, with
radii 1 and 1/2 respectively. Let Sd−2

1 be the boundary of Bd−1
1 (so Sd−2

1 is a (d − 2)-dimensional unit
sphere). Then there is a convex polytope P ⊆ Bd−1

1 with vertices lying on Sd−2
1 , whose interior contains

the smaller ball Bd−1
1/2 .

Proof. We can choose P to be the convex hull of some closely-spaced points on Sd−2
1 , so that P closely

approximates Bd−1
1 (and therefore contains Bd−1

1/2 ). More precisely, let δ > 0 be small enough such that
a solid cap of radius δ in the ball Bd−1

1 is disjoint from Bd−1
1/2 , and consider a covering of the sphere Sd−2

1

by a finite collection of spherical caps of radius δ. Then the polytope P whose vertices are the centers of
these spherical caps has the desired property.

Let us fix a polytope P as in Fact 9.1, and let R be twice the number of vertices in of P .

We are now ready to construct our convex set Q. Recall that a ∈ S is a point on the unit sphere, and
X ⊆ B is the solid cap of radius ε centred at a. Let Z ⊆ S be the subset of all points on the sphere
whose spherical distance to a is exactly 2ε. Then Z is a (d − 2)-dimensional sphere and its convex hull
conv(Z) is a (d− 1)-dimensional ball (given as the intersection of the unit ball B ⊆ Rd with some affine
hyperplane HZ). Denote the centre and radius of the (d − 1)-dimensional ball conv(Z) by bZ and rZ .
Now, by rescaling and translating the polytope P in Fact 9.1, we can obtain a convex polytope PZ ⊆ HZ

with R/2 vertices, such that all vertices of PZ are in Z, and such that PZ contains the (d−1)-dimensional
ball in HZ centred at bZ with radius rZ/2.

We can now define Q as
Q := {z + t(z − a) | z ∈ PZ , t ∈ R≥0}

In other words, Q consists of all points obtained as follows. For any point z ∈ PZ , we draw the line
through a and z and consider all points on this line that are on the other side of z from a (these points
form a ray starting at z pointing away from a). The union of all these rays for all z ∈ PZ is the set Q.
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It is not hard to see that Q is indeed a convex set. Indeed, it is an (unbounded) d-dimensional polyhedron,
given as an intersection of finitely many half-spaces: let H be the set consisting of the hyperplane HZ as
well as, for each facet f of the (d − 1)-dimensional polytope PZ , the hyperplane passing through a and
f . Then Q is the intersection of finitely many (closed) half-spaces bounded by the hyperplanes in H.
Note that in particular all points of Q lie in the (closed) half-space bounded by the hyperplane HZ not
containing a. We now need to check that Q satisfies conditions (i) to (iii) in Lemma 7.2.

Let us start by checking condition (iii). Consider a finite set of points A ⊆ Q. All the points of A
lie in the (closed) half-space bounded by the hyperplane HZ and not containing a. We can now find
a hyperplane H ′Z parallel to HZ , which is sufficiently far away from HZ such that all points in A lie
between the hyperplanes HZ and H ′Z (or lie on HZ and H ′Z themselves). Let QA be the set of all points
in Q lying between the hyperplanes HZ and H ′Z (or lying on HZ and H ′Z themselves). Then A ⊆ QA, so
it suffices to show that QA can be obtained as the convex hull of R points in Q.

Indeed, consider the R/2 vertices of the polytope PZ (these vertices also lie in QA ⊆ Q). Furthermore,
for each vertex z of PZ , consider the intersection of the line through a and z with the hyperplane H ′Z
(this intersection is another point in QA ⊆ P ). By taking these intersection points for all R/2 vertices z
of PZ , we obtain R/2 additional points. All in all, this gives R points in QA ⊆ Q. It is not hard to see
that the convex hull of these R points is indeed the entire set QA. This establishes condition (iii).

In order to establish conditions (i) and (ii), the following lemma will be useful. Recall that S is the
boundary of the unit ball B ⊆ Rd.

Lemma 9.2. Let H ⊆ Rd be a hyperplane intersecting the interior of the unit ball B ⊆ Rd. Then H
cuts the ball B into two solid caps. Let q ∈ S be the centre of one of these two solid caps (this means q
is one of the two intersection points of S with the line orthogonal to H through the centre of the ball B).
Suppose U and W are subsets of the unit sphere S satisfying the following two assumptions.

(a) For each point u ∈ U and each point w ∈ W the spherical distance from u to q is at most the
spherical distance from w to q.

(b) All points w ∈W lie on the opposite side of H from the point q (and do not lie on H itself).

Let u′ ∈ conv(U) and w′ ∈ conv(W ), and consider the ray {w′ + t(w′ − u′) | t ∈ R≥0} along the line
through u′ and w′ starting at w′ and pointing away from u′. Then this ray is disjoint from the hyperplane
H and lies on the other side of H from the point q.

Proof. Recall that the unit ball B is centred at the origin. Therefore the hyperplane H is given by an
equation of the form q ·x = d for some d ∈ (−1, 1) (note that q is a normal vector for H). For any x ∈ S,
the spherical distance θ ∈ [0, π] between x and q satisfies cos θ = q · x. Assumption (a), and the fact that
cos is a monotone decreasing function on the interval [0, π], therefore imply that q ·u ≥ q ·w for all u ∈ U
and w ∈ W . Hence q · u′ ≥ q · w′ for all u′ ∈ conv(U) and w′ ∈ conv(W ). Furthermore, assumption (b)
means that we have q · w < d for all w ∈ W , and consequently q · w′ < d for all w′ ∈ conv(W ). Now,
let u′ ∈ conv(U) and w′ ∈ conv(W ), and consider any point x of the form x = w′ + t(w′ − u′) for some
t ∈ R≥0. Then

q · x = q · w′ + t(q · w′ − q · u′) ≤ q · w′ < d.

This shows that all points x ∈ {w′ + t(w′ − u′) | t ∈ R≥0} are indeed on the other side of H from the
point q (and not on H itself).

We take a moment to recall that X ⊆ B is the solid cap with radius ε centred at a, that Y is the convex
hull of the set of all points on S with spherical distance at least 5ε from a, and that Z ⊆ S is the set of
all points on S with spherical distance exactly 2ε from a. In particular, note that Z ∩X = ∅, and that
all points of Z have spherical distance at least ε from all points in X ∩ S.

We next check that Q satisfies condition (i) using Lemma 9.2. Let H ⊆ Rd be an affine hyperplane such
that H intersects the interior of B and such that H ∩B ⊆ X. Then one of the two solid caps into which
H divides the ball B (namely, the smaller of the two) is a subset of X. Let q ∈ X ∩S be the centre of this
solid cap cut out by H. We wish to apply Lemma 9.2 with U = {a} and W = Z (and q as we have just
defined). Since q ∈ X ∩S, the spherical distance between q and a is at most ε, and the spherical distance
between q and any point in Z is at least ε, so assumption (a) in Lemma 9.2 is satisfied. Furthermore,
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assumption (b) is satisfied basically by definition: H divides B into two solid caps, one of which contains
q, and the other of which contains all points in B \X, including all points in W = Z (and no point of
W = Z lies on H itself). So, Lemma 9.2 says that for any point z ∈ PZ ⊆ conv(Z) = conv(W ), the ray
{z + t(z − a) | t ∈ R≥0} is disjoint from H. Since Q is, by definition, the union of all these rays, Q is
disjoint from H. Thus, Q satisfies condition (i) in Lemma 7.2.

It remains to check that Q satisfies condition (ii). Recall that Q can be expressed as the intersection of
finitely many half-spaces, and that H is the collection of hyperplanes bounding these half-spaces. Note
that the origin b = 0 (which is the centre of the ball B) lies in the interior of Q. Indeed, recall that bZ is
the centre of the (d− 1)-dimensional ball formed by conv(Z), so by construction it lies in the interior of
the (d−1)-dimensional polytope PZ . Since ε < π/5 < π/4, this point bZ lies on the line segment between
the points a and b, so b is of the form bZ + t(bZ − a) for some t > 0. So b is indeed in the interior of Q,
and consequently Q is the intersection of all the (closed) half-spaces containing b that are bounded by a
hyperplane H ∈ H.

Claim 9.3. Let H ∈ H, and consider the two solid caps into which the hyperplane H cuts the ball B.
Let q ∈ S be the centre of the solid cap not containing the centre b of the ball (i.e. the smaller cap). Then
q has spherical distance at most 2ε from a.

Before proving Claim 9.3 at the end of this subsection, we show how to use the claim to check that Q
satisfies condition (ii). Consider any hyperplane H ∈ H, let q be as in Claim 9.3, and note that then q and
b lie on opposite sides of the hyperplane H. We wish to apply Lemma 9.2 with the sets U = X ∩ S ⊆ S
and W = Y ∩ S ⊆ S, so we need to check that these sets satisfy assumptions (a) and (b).

By Claim 9.3, the point q has spherical distance at most 2ε from a. Consequently, q has spherical distance
at most 3ε from every point in X ∩ S. Furthermore, because all points in Y ∩ S have spherical distance
at least 5ε from a, we can conclude that q has spherical distance at least 3ε from every point in Y ∩ S.
This verifies assumption (a).

For assumption (b), recall that q is the centre of a solid cap bounded by H. We claim that the common
spherical distance between q and all the points in H ∩ S (i.e. the radius of this cap) is at most 2ε. If
H = HZ , then q = a and H ∩ S = Z, so the spherical distance is exactly 2ε by construction. Recall that
each of the hyperplanes in H \ {HZ} passes through a and some facet f of PZ . So, if H 6= HZ , then
H ∩ S contains the point a, and Claim 9.3 implies that the spherical distance between q and H ∩ S is at
most 2ε, as claimed.

Together with our observation above that q has spherical distance at least 3ε from all points inW = Y ∩S,
this implies that W = Y ∩ S and q lie on opposite sides of the hyperplane H. This verifies assumption
(b). Thus, by Lemma 9.2, for all points x ∈ X = conv(X ∩ S) and y ∈ Y = conv(Y ∩ S) the ray
{y + t(y − x) | t ∈ R≥0} lies on the opposite side of H from q (i.e. on the same side of H as b). We have
proved that for all x ∈ X and y ∈ Y , the ray {y + t(y − x) | t ∈ R≥0} lies inside each of the half-spaces
defining Q (bounded by the hyperplanes H ∈ H), so the ray lies inside Q itself. This shows that Q
satisfies condition (ii) in Lemma 7.2.

It remains to prove Claim 9.3.

Proof of Claim 9.3. First note that the case H = HZ is immediate, because in this case q = a (HZ is the
hyperplane passing through the set of all points at spherical distance 2ε from a, and 2ε < π/2, so a is the
centre of the smaller of the two caps that HZ cuts B into). So let us from now on assume that H 6= HZ ,
meaning that H passes through a and one of the facets of the (d− 1)-dimensional polytope PZ .

Let A be the two-dimensional plane passing through b, a and q. Recall that bZ and rZ are the centre and
the radius of the (d− 1)-dimensional ball conv(Z). Also recall that bZ lies on the line segment between
a and b, so bZ lies in A as well. We will intersect all relevant objects with A, which will make everything
much easier to visualise. Since the line bq is orthogonal to H, and the line ab is orthogonal to HZ , the
intersections H ∩ A and HZ ∩ A are both lines. Each of these lines intersects the circle S ∩ A in two
points (and in the former case, one of these points is a). Let z and z′ be the intersections of HZ ∩A with
S ∩ A (then z and z′ are the endpoints of the line segment A ∩ conv(Z), and bZ is the midpoint of this
segment), and note that z, z′ ∈ Z. Furthermore, let s be the intersection of H ∩A with S ∩A other than
a. Recall that H passes through a facet of PZ , and that PZ was chosen such that its interior contains the
(d − 1)-dimensional ball in HZ centred at bZ with radius rZ/2. Hence, this (d − 1)-dimensional ball is
disjoint from H ∩HZ . Therefore the intersection point p between the lines H ∩A and H ∩HZ lies outside
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Figure 4. A view of the two-dimensional plane A through b, a and q.

the line segment represented in bold in Figure 4, between the midpoint of bZ and z and the midpoint of
bZ and z′.

For two points on the circle S ∩A, the arc-distance between them is the length of the shorter of the two
circular arcs between the two points. Our goal is to show that the arc-distance between a and q is at most
2ε. Note that q is the midpoint of the (shorter) arc between a and s (since on the sphere S, the point q
is the centre of the smaller solid cap bounded by H). It therefore suffices to show that the arc-distance
between a and s is at most 4ε.

To show this, first note that the arc-distances from a to z and to z′ are both 2ε (since z, z′ ∈ Z). Let
us now briefly consider the possibility10 that a and s lie on the same side of the chord zz′ of the circle
S ∩A (contrary to the illustration in Figure 4). In this case, the arc-distance between a and s is at most
the arc-distance from a to z and to z′, and therefore at most 2ε ≤ 4ε, as desired.

So, we may assume that a and s lie on different sides of the chord zz′, meaning that p lies on the chord
zz′. To disambiguate between z and z′, let us assume that p is closer to z than to z′. Then p lies on
the line segment between bZ and z, and is closer to z than to bZ (since p lies outside the line segment
between the midpoint of bZ and z and the midpoint of bZ and z′).

Now, recall that z and z′ both have (the same) arc-distance 2ε from a, and bZ is the midpoint of the chord
zz′, so the triangle abZz has a right angle at bZ . Hence the orthogonal projection of bZ onto the line az
lies in the interior of the segment az. The orthogonal projection of p onto the line az lies between the
projection of bZ and the point z, and it is closer to the point z than to the projection of bZ . Consequently,
the projection of p is closer to z than to a. This means that p lies on the same side of the perpendicular
bisector of az as z. Hence the distance of p to z is smaller than the distance of p to a. Consequently, in
the triangle pza the angle ∠paz is smaller than the angle ∠azp. In other words, the angle ∠saz is smaller
than the angle ∠azz′. Hence the arc between s and z is shorter than the arc between a and z′. However,
the latter arc has length exactly 2ε. Thus, the arc-distance between z and s is at most 2ε. Since the
arc-distance between a and z equals 2ε, this implies that the arc-distance between a and s is at most 4ε,
as desired.

10 Preparations for the proof for cyclic polygons

In the proof of Theorem 1.3, we will use the following lemma due to Shitov [45, Lemma 3.1].

Lemma 10.1. Let P be a polygon, and let V and F be the sets of vertices and facets (edges) of P ,
respectively. Let X ⊆ V be a set of consecutive vertices of P , and let F ′ ⊆ F be the set of facets of P
with both endpoints in X.

Let M be a slack matrix of the polytope P , with rows indexed by V and columns indexed by F . Let M ′ be
a matrix with rows indexed by V \X and columns indexed by F ′, such that the following condition holds
for each vertex v ∈ V \X:

10It turns out that this is actually impossible, but treating this case is a bit simpler than showing that it is impossible.
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(?) there are a vertex xv ∈ X and real numbers αv > 0 and βv ≥ 0 such that M ′v,f = αvMv,f −βvMxv,f

for all f ∈ F ′.

Then, if all the entries of M ′ are nonnegative, we have rank+M
′ ≤ 8.

Shitov’s original lemma [45, Lemma 3.1] is actually more general: in condition (?) it allows M ′v,f to
be a linear combination of Mv,f and all of the entries Mx,f with x ∈ X (not just one particular entry
Mxv,f ), where again the coefficients only depend on v. However, since this more general form of the
lemma requires more complicated notation, we only stated the special case11 that we need for the proof
of Theorem 1.3.

The reader may want to compare Lemma 10.1 with Lemma 7.1. In Lemma 7.1, we impose some conditions,
and deduce that a certain matrix M ′ has nonnegative entries and bounded nonnegative rank. Here, in
Lemma 10.1, one of the conditions we impose is that M ′ has nonnegative entries, and we deduce that
M ′ has bounded nonnegative rank.

Note that for the proof of Theorem 1.3 we may assume without loss of generality that all vertices of the
polygon P lie on the unit circle Γ around the origin. For two points x, y ∈ Γ, let us define the arc-distance
between x and y to be the length of the shorter arc between x and y along the circle Γ. In the proof of
Theorem 1.3, we will use the assumption that P is a cyclic polygon (with vertices on Γ) by applying the
following lemma. This will be the only place where we use the assumption that P is cyclic.

Lemma 10.2. Let P be a polygon all of whose vertices lie on the unit circle Γ. Let V and F be the sets
of vertices and facets (edges) of P , and let M be a slack matrix of the polytope P , with rows indexed by
V and columns indexed by F .

Let X ⊆ Γ be an arc of Γ of length ε > 0, and let Y ⊆ Γ be the set of all points on Γ with arc-distance
at least 5ε from every point of the arc X.

Now suppose that v ∈ V is a vertex on the arc X and that f ∈ F is a facet both of whose endpoints are
on the arc X. Furthermore, suppose that w ∈ V is a vertex with w ∈ Y and that g ∈ F is a facet both of
whose endpoints are in the set Y . Then Mv,fMw,g ≤Mv,gMw,f .

We postpone the proof of Lemma 10.2 to Section 12. Roughly speaking, the idea is as follows. Since v
and the endpoints of f are on the arc X, but w and the endpoints of g are relatively far away from X,
the slack Mv,f is significantly smaller than the slacks Mw,f and Mv,g. The slack Mw,g may be large, but
we will argue using the triangle inequality that then also one of the slacks Mv,g and Mw,f needs to be
large.

Finally, we will need the following lemma about matrices. Very roughly speaking, this lemma states
that if a matrix satisfies certain inequalities between products of its entries, then one can rescale the
rows of the matrix in such a way that certain entries are larger than certain other entries. In the proof
of Theorem 1.3, we will apply this lemma to certain submatrices of the slack matrix. When doing so,
we will use Lemma 10.2 to show that these submatrices of the slack matrix satisfy the assumptions of
Lemma 10.3.

Lemma 10.3. Let M be a nonnegative matrix with rows indexed by {1, . . . ,m} and columns indexed by
some set S. Let S = S1 ∪ · · · ∪ Sm be a partition of S into non-empty subsets. Suppose that for each
j ∈ {1, . . . ,m} and each s ∈ S \Sj, we have Mj,s > 0. Furthermore suppose that for each j ∈ {1, . . . ,m},
each k ∈ {1, . . . , j−1}, each s ∈ Sj and each t ∈ S1∪· · ·∪Sj−1, we haveMj,sMk,t ≤Mj,tMk,s. Then there
exist positive real numbers α1, . . . , αm such that we have αjMj,s ≤ αkMk,s whenever j, k ∈ {1, . . . ,m}
and s ∈ Sj.

Proof. We prove the lemma by induction on m. The case m = 1 is trivial (we can take any α1 > 0 and
the inequality α1M1,s ≤ α1M1,s is trivially satisfied for each s ∈ S1).

Let us now assume that m ≥ 2 and that the lemma is already proved for m− 1. Then (by ignoring the
row with index m and the columns with indices in Sm) we can find positive real numbers α1, . . . , αm−1

such that we have αjMj,s ≤ αkMk,s whenever j, k ∈ {1, . . . ,m− 1} and s ∈ Sj .
11Actually, strictly speaking Lemma 10.1 is not quite a special case of [45, Lemma 3.1], and a tiny bit of deduction is

required. The statement of Shitov’s original lemma [45, Lemma 3.1] is not written to allow an arbitrary coefficient αv > 0 in
condition (?), it only allows αv = 1. However, we can simply rescale every row of M ′ by the reciprocal of the corresponding
coefficient αv , to put us in the setting of [45, Lemma 3.1]. These rescalings do not affect the nonnegative rank of M ′.
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Now we need to find αm > 0 such that the desired inequality αjMj,s ≤ αkMk,s for j, k ∈ {1, . . . ,m} and
s ∈ Sj also holds if j or k are equal to m. Note that for j = k = m the inequality αmMm,s ≤ αmMm,s is
automatically satisfied for all s ∈ Sm.

Hence it suffices to find αm > 0, such that both of the following conditions are satisfied:

αmMm,s ≤ αkMk,s for all k ∈ {1, . . . ,m− 1} and s ∈ Sm, (10.1)

αjMj,s ≤ αmMm,s for all j ∈ {1, . . . ,m− 1} and s ∈ Sj . (10.2)

Let us first consider the case that Mm,s = 0 for all s ∈ Sm. Then we can simply choose αm > 0 large
enough such that αmMm,s ≥ αjMj,s for all j ∈ {1, . . . ,m − 1} and all s ∈ Sj (recall that Mm,s > 0
for s ∈ S \ Sm). This satisfies (10.2), and note that (10.1) is automatically satisfied if Mm,s = 0 for all
s ∈ Sm.

So we may from now on assume that Mm,s > 0 for at least one choice of s ∈ Sm. Let us now define αm
by

αm = min
s∈Sm
Mm,s 6=0

min
k∈{1,...,m−1}

αkMk,s

Mm,s
.

Note that αm is a well-defined real number, and we have αm > 0 sinceMk,s > 0 for all k ∈ {1, . . . ,m−1}
and s ∈ Sm (and α1, . . . , αm−1 > 0).

By the definition of αm, condition (10.1) is satisfied (note that it is automatically satisfied for those
s ∈ Sm with Mm,s = 0). It remains to check (10.2).

Let j ∈ {1, . . . ,m − 1} and t ∈ Sj . We need to show that αjMj,t ≤ αmMm,t. By the definition of αm,
we can find s ∈ Sm and k ∈ {1, . . . ,m − 1} such that αmMm,s = αkMk,s. By applying the assumption
of the lemma to m, k, s and t, we obtain Mm,sMk,t ≤Mm,tMk,s, and therefore

αmMm,s · αkMk,t ≤ αmMm,t · αkMk,s.

Using αmMm,s = αkMk,s, this implies αkMk,t ≤ αmMm,t. But by the choice of α1, . . . , αm−1 in the
induction hypothesis we also have αjMj,t ≤ αkMk,t (recall that t ∈ Sj). We conclude that αjMj,t ≤
αkMk,t ≤ αmMm,t, as desired.

11 Upper-bounding the extension complexity of cyclic polygons

In this section, we prove Theorem 1.3. Let P be a cyclic polygon with n vertices, and let V and F be its
sets of vertices and facets (edges). Then |V | = |F | = n. By rescaling and translating P , we may assume
without loss of generality that all vertices of P lie on the unit circle Γ around the origin. We may also
assume that n ≥ 242 = 576, since for n < 242 we trivially have xc(P ) ≤ n < 24

√
n.

We can divide the n facets of P into d
√
n e blocks of consecutive facets, such that each of these blocks

consists of at most d
√
n e facets. For each of these blocks, we obtain a (closed) arc X of Γ from the first

vertex of the first facet in the block to the last vertex of the last facet in the block. Note that then each
facet of the block has both endpoints in X, and in total the arc X contains at most d

√
n e+ 1 vertices of

P .

In this way, we obtain a collection X of arcs X ⊆ Γ, such that |X | ≤ d
√
n e, the arcs X ∈ X are disjoint

apart from their endpoints, each arc X ∈ X contains at most d
√
n e+ 1 vertices of P , and for each facet

f ∈ F there is exactly one arc X ∈ X such that both endpoints of f are in X. Let us say that the facet
f belongs to this arc X.

Note that the arcs in X may have different lengths. Recall that for any two points x, y ∈ Γ, we defined
the arc-distance between x and y to be the length of the shorter arc between x and y along the circle Γ.

Definition 11.1. We say that two arcsX,X ′ ∈ X of lengths ε and ε′ are well-separated if the arc-distance
between any two points x ∈ X and x′ ∈ X ′ is at least 5 min{ε, ε′}.

Claim 11.2. For every arc X ∈ X , there exist at most 13 arcs X ′ ∈ X which are not well-separated from
X and are at least as long as X.
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Proof. Denote the length of the arc X by ε. Let Y ⊆ Γ be the set of points on the circle Γ which have
arc-distance at most 6ε from some point of X. Note that then the set Y is either an arc of Γ of length
13ε, or all of Γ (the second case occurs if 13ε ≥ 2π). In either case, the length of Y is at most 13ε.

If X ′ ∈ X is not well-separated from X and has length at least ε, then there must be points x ∈ X and
x′ ∈ X ′ of arc-distance less than 5ε. But then the intersection X ′ ∩ Y contains an entire arc of length
ε. Since the different arcs X ′ ∈ X are disjoint apart from their endpoints, there can be at most 13 such
arcs X ′ ∈ X .

Claim 11.3. We can colour the elements of X with 14 colours in such a way that any two arcs X,X ′ ∈ X
of the same colour are well-separated.

Proof. Let us order the arcs X ∈ X by decreasing length. Going through the arcs X ∈ X one by one in
this order, we can now find the desired colouring greedily by assigning each arc X ∈ X a colour which
is different from the colours of the previously coloured arcs X ′ ∈ X from which X is not well-separated.
Indeed, by Claim 11.2, for every X ∈ X there are at most 13 such arcs X ′ ∈ X (note that all of the
previously coloured arcs are at least as long as X).

Let us colour the arcs of X with 14 colours as in Claim 11.3. For c = 1, . . . , 14, let Xc ⊆ X be the
collection of arcs X ∈ X of colour c (so X = X1 ∪ · · · ∪ X14 is a partition of X ). Then we obtain a
partition F = F1 ∪ · · · ∪ F14 of the facets of P , where for each c = 1, . . . , 14 we let Fc be the set of facets
belonging to some arc X ∈ Xc (i.e. to some arc of colour c).

Let M be a slack matrix of the polygon P , with rows indexed by V and columns indexed by F . We
partition the matrix M into 14 submatrices M [V, F1], . . . ,M [V, F14], where for subsets V ′ ⊆ V and
F ′ ⊆ F , by M [V ′, F ′] we denote the V ′ × F ′ submatrix of M containing the slacks between vertices in
V ′ and facets in F ′. It suffices to show that for each c = 1, . . . , 14 we have

rank+M [V, Fc] ≤ 8|Xc|+ d
√
n e+ 1. (11.1)

Indeed, from (11.1) we obtain

rank+M ≤
14∑
c=1

rank+M [V, Fc] ≤
14∑
c=1

(
8|Xc|+ d

√
n e+ 1

)
≤ 8|X |+ 14d

√
n e+ 14 ≤ 22

√
n+ 36,

which implies (by our assumption n ≥ 242) that xc(P ) = rank+M ≤ 24
√
n, as desired.

So, let us from now on fix some c ∈ {1, . . . , 14}. For each X ∈ Xc, let V X = V ∩X and let FX be the set
of all facets of P belonging to X. Let Vc ⊆ V be the set of all vertices in an arc X ∈ Xc (i.e. the union of
all the sets V X for X ∈ Xc). Since the arcs in Xc are well-separated and in particular disjoint, the sets
V X for X ∈ Xc partition Vc and the sets FX for X ∈ Xc partition Fc.
Let N = d

√
n e+ 1, and note that by the definition of the arcs in X , we have |V X | ≤ d

√
n e+ 1 = N for

each X ∈ Xc. Let us fix a function φ : Vc → {1, . . . , N} such that for each X ∈ Xc the restriction φ|V X of
φ to V X is a bijection φ|V X : V X → {1, . . . , |V X |} (we can choose such a function φ by choosing bijections
V X → {1, . . . , |V X |} separately for each X ∈ Xc). We can think of this function φ as a “labelling” that
assigns each each vertex v ∈ V X a unique label in {1, . . . , |V X |}.

Claim 11.4. We can find positive real numbers αv > 0 for all v ∈ Vc, such that the following holds. For
any arc X ∈ Xc, any facet f ∈ FX , and any vertices v ∈ Vc and w ∈ V X with φ(v) = φ(w), we have
αvMv,f ≥ αwMw,f .

We defer the proof of Claim 11.4 until later in this section. For each i = 1, . . . , N , we now define a
nonnegative vector t(i) with entries indexed by Fc =

⋃
X∈Xc

FX . For every X ∈ Xc, and every facet
f ∈ FX , we define the entry t(i)f as follows. If i > |V X |, define t(i)f = 0. Otherwise, i.e. if i ≤ |V X |, let v
be the unique vertex in V X with φ(v) = i and define t(i)f = αvMv,f .

LetK be the V ×Fc matrix defined by lettingKv,f = αvMv,f−t(φ(v))
f for all v ∈ Vc and f ∈ Fc, and letting

Kv,f = Mv,f for all v ∈ V \Vc and f ∈ Fc. In other words, we obtain K fromM [V, Fc] by first scaling the
rows with indices in Vc with the factors αv as in Claim 11.4, and then subtracting t(φ(v)) from each row
corresponding to a vertex v ∈ Vc. The purpose of these subtractions is to ensure that for any X ∈ Xc,
any vertex v ∈ V X ⊆ Vc and any facet f ∈ FX , we have Kv,f = αvMv,f −t(φ(v))

f = αvMv,f −αvMv,f = 0.
That is to say, for each X ∈ Xc, all entries of the submatrix K[V X , FX ] are zero.
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Claim 11.5. The matrix K has nonnegative entries and satisfies rank+K ≤ 8|Xc|.

We also defer the proof of Claim 11.5 until later in this section. It is now straightforward to deduce
(11.1). Indeed, by Claim 11.5 there is a collection of 8|Xc| nonnegative vectors such that each row of the
matrix K can be written as a nonnegative linear combination of these vectors. Using these 8|Xc| vectors
together with the N vectors t(1), . . . , t(N), we can obtain any row of the matrixM [V, Fc] as a nonnegative
linear combination. To see this, recall that for every v ∈ V \ Vc the row of M [V, Fc] with index v is
identical to the row of K with index v. Also, for every v ∈ Vc, the row of M [V, Fc] with index v can
be obtained from the row of K with index v by adding the vector t(φ(v)) and afterwards scaling by α−1

v

(recall that αv > 0). We conclude that rank+M [V, Fc] ≤ 8|Xc| + N = 8|Xc| + d
√
n e + 1, as desired. It

remains to prove Claims 11.4 and 11.5.

Proof of Claim 11.4. First, note that we demand an inequality involving αv and αw only if φ(v) = φ(w).
In other words, we can find the real numbers αv > 0 for v ∈ Vc separately for each of the labels
φ(v) ∈ {1, . . . , N}.

Fix some i ∈ {1, . . . , N}. Consider all arcs in X ∈ Xc satisfying |V X | ≥ i (i.e. all arcs containing a
vertex labelled i), and order these arcs as X(1), X(2), . . . , X(m) in order of decreasing length. For each
j = 1, . . . ,m, let v(j) be the unique vertex in V X(j) with φ(v(j)) = i. Note that then {v(1), . . . , v(m)} is
the set of all vertices in Vc with label φ(v) = i. Our goal is to find positive real numbers αv(1), . . . , αv(m),
such that we have αv(j)Mv(j),f ≤ αv(k)Mv(k),f for any j, k ∈ {1, . . . ,m} and any f ∈ FX(j). We will find
these numbers by applying Lemma 10.3 to the matrix M

[
{v(1), . . . , v(m)}, FX(1) ∪ · · · ∪ FX(m)

]
.

In order to apply Lemma 10.3, the first thing we need to check is thatMv(j),f > 0 for each j ∈ {1, . . . ,m}
and each f ∈ (FX(1) ∪ · · · ∪ FX(m)) \ FX(j). Indeed, since the arcs X(1), . . . , X(m) ∈ Xc are all disjoint
(as they are well-separated), v(j) ∈ X(j) cannot be a vertex of the facet f , and so we have Mv(j),f > 0.

The other thing we need to check is that for each j ∈ {1, . . . ,m}, each k ∈ {1, . . . , j− 1}, each f ∈ FX(j)

and each g ∈ FX(1) ∪ · · · ∪ FX(j−1), we have Mv(j),fMv(k),g ≤ Mv(j),gMv(k),f . But this follows from
Lemma 10.2 (applied with the arc X(j), the vertices v(j) and v(k) and the facets f and g). Indeed, if we
write ε for the length of the arc X(j), then the well-separatedness of the arcs in Xc, and the fact that we
ordered these arcs in order of decreasing size, ensure that v(k) and both endpoints of g have arc-distance
at least 5ε from every point of X(j).

We conclude that all assumptions of Lemma 10.3 are satisfied and we obtain positive real numbers
αv(1), . . . , αv(m) satisfying the desired properties.

Proof of Claim 11.5. We partition the V × Fc matrix K into submatrices K[V, FX ], for X ∈ Xc. It
suffices to show that each of these |Xc| submatrices has nonnegative entries and nonnegative rank at
most 8. Recall that for each X ∈ Xc, the matrix K[V X , FX ] has only zero entries, so in fact it suffices
to consider the submatrices K[V \ V X , FX ]. Fix some X ∈ Xc; we take a moment to recall all the
possibilities for the rows of K[V \ V X , FX ].

• If v ∈ V \ Vc then Kv,f = Mv,f for all f ∈ FX .
• If v ∈ Vc and φ(v) > |V X |, then Kv,f = αvMv,f − t(φ(v))

f = αvMv,f for all f ∈ FX .

• Otherwise, if v ∈ Vc and φ(v) ≤ |V X |, then Kv,f = αvMv,f − t(φ(v))
f = αvMv,f − αxvMxv,f for all

f ∈ FX , where xv is the unique vertex in V X such that φ(xv) = φ(v).

It follows from this description that the matrix K[V \ V X , FX ] has nonnegative entries. Indeed, each
of the entries of K[V \ V X , FX ] is either a positively scaled version of an entry of M , or is of the form
αvMv,f − αxv

Mxv,f , where f ∈ FX , and v ∈ Vc and xv ∈ V X are such that φ(v) = φ(xv). The choice of
the numbers αv in Claim 11.4 ensures that the latter entries are all nonnegative.

Now, in order to show that rank+K[V \ V X , FX ] ≤ 8, we apply Lemma 10.1 to the nonnegative matrix
K[V \ V X , FX ], with V X = V ∩X as our consecutive set of vertices of P . The set of facets of P with
both endpoints in V X is precisely the set FX . For each v ∈ V \V X , in order to choose αv, βv and xv such
that condition (?) is satisfied, we consider the three cases above describing the row of K[V \ V X , FX ]
corresponding to v. In the first case where v ∈ V \ Vc, we can define αv = 1, βv = 0 and take any
xv ∈ V X . In the second case where v ∈ Vc and φ(v) > |V X |, we have already defined αv and we can
additionally define βv = 0 and take any xv ∈ V X . In the third case where v ∈ Vc and φ(v) ≤ |V X |, we
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have already defined αv; as above we let xv be the unique vertex in V X such that φ(xv) = φ(v), and let
βv = αxv

.

So, combining the conclusion of Lemma 10.1 with the fact that K[V X , FX ] is the zero matrix, we obtain
rank+K[V, FX ] = rank+K[V \ V X , FX ] ≤ 8, as desired.

12 Slacks in cyclic polygons

In this section we prove Lemma 10.2. Recall that X ⊆ Γ is an arc of length ε > 0 and that Y ⊆ Γ is the
set of all points on the circle Γ with arc-distance at least 5ε from every point of X. Note that Y is itself an
arc of Γ, and is disjoint from X. We are given vertices v ∈ X and w ∈ Y , a facet f with both endpoints
in X and a facet g with both endpoints in Y , and our goal is to prove that Mv,fMw,g ≤Mv,gMw,f .

If Mw,g = 0 then the desired inequality is trivially satisfied, so we may assume Mw,g > 0. Furthermore
we have Mw,f > 0 because w ∈ Y and both endpoints of f are in X ⊆ Γ \ Y . So our desired inequality
is equivalent to Mv,f/Mw,f ≤ Mv,g/Mw,g. Since the entries of the slack matrix M depend on the
normalisation of the constraints, it is more convenient to reinterpret this inequality in terms of Euclidean
distances. For any point x ∈ Γ and any line `, let d(x, `) denote the Euclidean distance from the point x
to the line `. Let `f and `g be the lines through the facets f and g, and note that the desired inequality
is equivalent to

d(v, `f )

d(w, `f )
≤ d(v, `g)

d(w, `g)
. (12.1)

We now define a point zf on X, in such a way that the ratio of distances d(v, `f )/d(w, `f ) can be expressed
in terms of Euclidean point-to-point distances d(v, zf ) and d(w, zf ). If the lines vw and `f are parallel,
then define zf to be the midpoint of the sub-arc of X between the two endpoints of f . Otherwise, if
the lines vw and `f intersect in some point pf , then this point pf must lie on or outside of the circle Γ
(because v, w and both endpoints of the facet f lie on Γ and are vertices of the convex polygon P ). We
can therefore consider the lines through pf tangent to the circle Γ. Since `f intersects Γ in two points on
the arc X (namely, the endpoints of f), at least one of the tangent lines through pf touches the circle Γ
in a point on X (in fact, in a point of the sub-arc of X between the two endpoints of the facet f). Define
zf to be such a point.

Claim 12.1. We have
d(v, `f )

d(w, `f )
=

(
d(v, zf )

d(w, zf )

)2

.

Proof. In the case where vw and `f are parallel, the point zf is the midpoint of an arc between the two
endpoints of f , and also the midpoint of an arc between v and w. We therefore have d(v, `f ) = d(w, `f )
and d(v, zf ) = d(w, zf ), so both sides of the desired equation are equal to 1.

Next, if the lines vw and `f intersect each other in a point pf which lies on the circle Γ, then v must be
one of the endpoints of the facet f (note that w ∈ Y cannot be an endpoint of f). In this case, we have
pf = zf = v and d(v, `f ) = d(v, zf ) = 0, so both sides of the desired equation are equal to 0.

Finally, we consider the case where the lines vw and `f intersect in a point pf outside of Γ (see Figure 5).
In this case, we can first observe that

d(v, `f )

d(w, `f )
=
d(v, pf )

d(w, pf )
,

since the two triangles in Figure 5 formed by pf and the two dashed lines are similar. Furthermore, the
triangles pfvzf and pzfw are also similar and we obtain

d(v, zf )

d(w, zf )
=

d(v, pf )

d(zf , pf )
=
d(zf , pf )

d(w, pf )
.

All in all, this yields (
d(v, zf )

d(w, zf )

)2

=
d(v, pf )

d(zf , pf )
· d(zf , pf )

d(w, pf )
=
d(v, pf )

d(w, pf )
=
d(v, `f )

d(w, `f )
,

and finishes the proof of the claim.
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Figure 5. An illustration for the proof of Claim 12.1 in the case that the lines vw and `f intersect in a
point pf outside of Γ.

Analogously to our definition of the point zf , we can also define a point zg ∈ Y such that

d(v, `g)

d(w, `g)
=

(
d(v, zg)

d(w, zg)

)2

.

The desired inequality (12.1) is therefore equivalent to(
d(v, zf )

d(w, zf )

)2

≤
(
d(v, zg)

d(w, zg)

)2

,

which is in turn equivalent to
d(v, zf )d(w, zg) ≤ d(v, zg)d(w, zf ). (12.2)

To prove this, we first observe that for any points x ∈ X and y ∈ Y the Euclidean distance d(x, y)
between x and y is at least 3ε. Indeed, let α ≤ π be the arc-distance between x and y (and note that by
the definition of the set Y we have α ≥ 5ε). Then the angle between the two unit vectors corresponding
to x and y (from the origin, which is the centre of Γ) is precisely α and hence

d(x, y) = 2 · sin(α/2) ≥ 2 · α/2
π/2

≥ 10

π
· ε ≥ 3ε.

Here we used that every real number 0 ≤ t ≤ π/2 satisfies sin t ≥ (π/2)−1 · t. Also note that d(v, zf ) ≤ ε,
since v and zf lie on the arc X, which has length ε. It follows that d(v, zg) ≥ 3ε ≥ 3 · d(v, zf ) and
d(w, zf ) ≥ 3ε ≥ 3 · d(v, zf ).

Furthermore, the triangle inequality gives d(w, zg) ≤ d(w, zf ) + d(v, zf ) + d(v, zg). Hence

d(v, zf ) · d(w, zg) ≤ d(v, zf ) · d(w, zf ) + d(v, zf ) · d(v, zf ) + d(v, zf ) · d(v, zg)

≤ 1

3
d(v, zg) · d(w, zf ) +

1

3
d(v, zg) ·

1

3
d(w, zf ) +

1

3
d(w, zf ) · d(v, zg) ≤ d(v, zg) · d(w, zf )

This proves (12.2) and finishes the proof of Lemma 10.2.

13 Concluding remarks

In this paper we proved several results about the extension complexity of low-dimensional polytopes.
There are a number of compelling questions left unanswered.

First, we believe it would be interesting to better understand the situation when the dimension is allowed
to grow slowly with the number of vertices. We have proved that (for infinitely many n) there is an no(1)-
dimensional polytope with n vertices and extension complexity n1−o(1), but what can be said about the
o(1) terms? What is the minimum possible dimension d such that there exists a d-dimensional polytope
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with n vertices and extension complexity exactly n? For example, the cross polytope of dimension d = n/2
has n vertices and extension complexity exactly n, but is this also possible for a polytope with dimension
d = no(1)? What can be said about the extension complexity of random d-dimensional n-vertex polytopes
when d is allowed to grow slowly with n?

Second, in Theorems 1.1 and 1.2 we have found the typical order of magnitude of xc(P ) for a random
d-dimensional polytope P , for two natural models of random polytopes of a fixed dimension d. It may
be of interest to analyse and improve the dependence on d in these results. Also, there are various other
models of random polytopes one could consider: for example, we could consider P to be the convex hull
of random points inside a convex body other than the unit ball, such as a cube or a simplex. We suspect
that our methods might still be applicable in such settings, but the requisite geometric considerations
may become quite complicated.

Finally, in the case where d is constant, we are still a long way from understanding the maximum possible
extension complexity of a d-dimensional n-vertex polytope. As suggested by Theorems 1.1 to 1.3, could
it be that all such polytopes have extension complexity O(

√
n)? Is there at least an upper bound of the

form o(n), for any fixed d ≥ 3? Shitov has recently made conjectures for both of these questions (see [43,
Conjecture 6.3] and [48, Conjecture 61]). It is tempting to imagine that the arguments in the proofs of
Theorems 1.1 to 1.3 could be useful in order to prove new upper bounds, though it seems that significant
new ideas would be required.
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